Physics 756 Assignment 3
1. Quasispecies Theory
Write a program to solve the quasispecies model using the 'biologists way' described in the notes. On page 11 of the pdf, we have
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where Cl(t) is the concentration of sequences in the lth mutation class, and M​kl is the probability of mutation from class l to class k (as in the notes).

Let the sequence length be L = 50. Consider the case where the master sequence has fitness w0 = 10, and all the other sequences have fitness wl = 1 (for all l > 0).

(a) Start with C0 = 1, and all the other concentrations zero. Iterate this equation over many generations until a stationary solution is reached. Plot the stationary distributions for each of the Ck as a function of the mutation rate u. Show that there is an error threshold, and estimate the value of uc. It may be helpful to plot the concentrations on a log scale. Page 9 of the pdf shows the solution for this same case solved in the 'chemist's way' in the Eigen paper. Your result should look almost exactly like this.
(b) If we neglect back mutations, analytical approximations can be obtained for C0, C1 etc. Compare these approximations with your results, and show that it is a good approximation to neglect back mutations when L = 50.
2. Finite Population Quasispecies Model
The Eigen theory for the quasispecies deals with infinite populations, whereas the population genetics theory deals with finite populations. This question makes a link between the two.


Write a population genetics simulation for a finite size population of N = 200 haploid individuals. Each individual has a gene sequence that is a binary sequence of length L. The sequence of 50 zeros is the master sequence, and it has fitness 10 (as in the previous question), and all the other sequences have fitness 1. Begin with the whole population having the master sequence.


Use the Wright-Fisher model to carry out selection and mutation. That means that you generate a new population by picking parents from the old generation with probability proportional to their fitness. When you have picked a parent, you need to copy its sequence to the offspring, allowing for mutations. Each digit of the offspring is the same as the parent with probability 1-u, and is mutated with probability u (either 0 to 1, or 1 to 0). After many generations there will be a stationary state that is roughly the same as the previous question. 
(a) Try u = 0.01 - well below the error threshold. Measure the C​k in the stationary state. You will have to average over time because there are fluctuations in the finite population. Does this agree with question 1?

(b) What happens if u = 0.05 - just beyond the error threshold? The population does not stay on the master sequence. In this case it doesn't matter whether the master sequence has a high fitness or whether it has w = 1, the same as the other sequences.
(c) Consider the neutral version of this program, where all sequences have w = 1 (there is no master sequence). According to the infinite population theory, all sequences have equal concentration. What is the mean hamming distance between two sequences if all sequences are equal in concentration?


In your simulation, start with all sequences identical, and measure the mean hamming distance between all pairs of sequences as a function of time. This will increase to a constant mean value that depends on mutation and drift. Show that this is less than you would expect according to the infinite population theory. Can you write down a theory to predict how the mean hamming distance should depend on u and N in this neutral model? This question is related to the two-allele neutral model that we did previously in lectures. The answer should be a function of ( = 2Nu.
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