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Abstract

General principles of protein structure, stability, and folding kinetics have recently been explored in computer simulations of simple exact lattice models. These models represent protein chains at a rudimentary level, but they involve few parameters, approximations, or implicit biases, and they allow complete explorations of conformational and sequence spaces. Such simulations have resulted in testable predictions that are sometimes unanticipated: The folding code is mainly binary and delocalized throughout the amino acid sequence. The secondary and tertiary structures of a protein are specified mainly by the sequence of polar and nonpolar monomers. More specific interactions may refine the structure, rather than dominate the folding code. Simple exact models can account for the properties that characterize protein folding: two-state cooperativity, secondary and tertiary structures, and multistage folding kinetics — fast hydrophobic collapse followed by slower annealing. These studies suggest the possibility of creating "foldable" chain molecules other than proteins. The encoding of a unique compact chain conformation may not require amino acids; it may require only the ability to synthesize specific monomer sequences in which at least one monomer type is solvent-averse.
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We review the principles of protein structure, stability, and folding kinetics from the perspective of simple exact models. We focus on the "folding code" — how the tertiary structure and folding pathway of a protein are encoded in its amino acid sequence. Although native proteins are specific, compact, and often remarkably symmetrical structures, ordinary synthetic polymers in solution, glasses, or melts adopt large ensembles of more expanded conformations, with little intrachain organization. With simple exact models, we ask what are the fundamental causes of the differences between proteins and other polymers — What makes proteins special?

One view of protein folding assumes that the "local" interactions among the near neighbors in the amino acid sequence, the interactions that form helices and turns, are the main determinants of protein structure. This assumption implies that isolated helices form early in the protein folding pathway and then assemble into the native tertiary structure (see Fig. 1). It is the premise behind the paradigm, primary → secondary → tertiary structure, that seeks computer algorithms to predict secondary structures from the sequence, and then to assemble them into the tertiary native structure.

Here we review a simple model of an alternative view, its basis in experimental results, and its implications. We show how the nonlocal interactions that drive collapse processes in heteropolymers can give rise to protein structure, stability, and folding kinetics. This perspective is based on evidence that the folding code is not predominantly localized in short windows of the amino acid sequence. It implies that collapse drives secondary structure formation, rather than the reverse. It implies that proteins are special among polymers not primarily because of the 20 types of their monomers, the amino acids, but because the amino acids in proteins are linked in specific sequences. It implies that the folding code resides mainly in global patterns of contact interactions, which are nonlocal, and arise from the arrangements of polar and nonpolar monomers in the sequence.

We review here the simple exact models that can address these questions of general principle. Such questions are often difficult to address by other means, through experiments, atomic simulation, Monte Carlo partial sampling, or approximate theoretical models. "Simple" models have few arbitrary parameters.
“Exact” models have partition functions from which physical properties can be computed without further assumptions or approximations. Simple exact models are crude low-resolution representations of proteins. But while they sacrifice geometric accuracy, simple exact models often adequately characterize the collection of all possible sequences of amino acids (sequence space) and the collection of all possible chain conformations (conformational space) of a given sequence. For many questions of folding, we believe that complete and unbiased characterizations of energetic contributions of the different amino acids to helix-coil transitions in water (Sueki et al., 1984; Lyu et al., 1990; O’Neil & DeGrado, 1990; Chakrabarty et al., 1991; Scholtz et al., 1991; Dyson et al., 1992a, 1992b; Scholtz & Baldwin, 1992; Vilà et al., 1992; Padmanabhan et al., 1994), their capping interactions (Harper & Rose, 1993; Lyu et al., 1993), and the stabilities of turns in model peptides in solution (Wright et al., 1988). Interestingly, there is some evidence that the helical propensities in water are somewhat different than helical propensities in nonpolar environments, which may be better models of a protein interior (Waterhouse & Johnson, 1994; Shiraki et al., 1995). Although hydrogen bonding and helical propensities have a strong historical link, they are not identical. Hydrogen bonding occurs in both local and nonlocal interactions, whereas helical and turn propensities describe only local interactions. Local interactions are strong determinants of the conformations of short peptides and fibrous proteins, but the following evidence suggests that they are weaker determinants of the conformations of globular proteins.

Nonlocal forces: hydrophobic interactions are important

In the 1950s, Walter Kauzmann argued that hydrogen bonds may not be the principal determinant of the structures of globular proteins, reasoning that the strength of the hydrogen bonds between the denatured protein chain and surrounding water molecules would be approximately the same as the intrachain hydrogen bonds in the native protein (Kauzmann, 1954, 1959). He argued that a strong force for folding proteins was the tendency of nonpolar amino acids to associate in water.

Although it seemed clear that hydrophobicity could drive proteins to become compact and acquire nonpolar cores, hydrophobicity seemed to be too nonspecific to drive the formation of specific native protein folds. By 1975, the synthesis of the two perspectives, one based on helical propensities and the other on nonpolar interactions, led to the view that hydrophobicity was mainly a globularization force that stabilizes compact conformations but does little to craft the specific and sequence-dependent secondary and tertiary architectures of proteins. For instance, Anfinsen and Scheraga (1975) stated that:

“In crystallographic and model studies of amino acids, Pauling and his colleagues postulated the existence of hydrogen bonded α-helices and β-sheets (Pauling et al., 1951; Pauling & Corey, 1951a, 1951b, 1951c, 1951d). The first crystal structures of globular proteins confirmed the presence and the importance of α-helices (Kendrew et al., 1960). Experimental measurements of the helix-coil transitions of synthetic polypeptides in solution were successfully modeled to account for the cooperativity of the helix-coil transition (Schellman, 1958; Zimm & Bragg, 1959; Poland & Scheraga, 1970; Scholtz & Baldwin, 1992). Studies of model peptides have established a quantitative understanding of the energetic contributions of the different amino acids to helix-coil transitions in water (Sueki et al., 1984; Lyu et al., 1990; O’Neil & De Grado, 1990; Chakrabarty et al., 1991; Scholtz et al., 1991; Dyson et al., 1992a, 1992b; Scholtz & Baldwin, 1992; Vilà et al., 1992; Padmanabhan et al., 1994), their capping interactions (Harper & Rose, 1993; Lyu et al., 1993), and the stabilities of turns in model peptides in solution (Wright et al., 1988). Interestingly, there is some evidence that the helical propensities in water are somewhat different than helical propensities in nonpolar environments, which may be better models of a protein interior (Waterhouse & Johnson, 1994; Shiraki et al., 1995). Although hydrogen bonding and helical propensities have a strong historical link, they are not identical. Hydrogen bonding occurs in both local and nonlocal interactions, whereas helical and turn propensities describe only local interactions. Local interactions are strong determinants of the conformations of short peptides and fibrous proteins, but the following evidence suggests that they are weaker determinants of the conformations of globular proteins.

Nonlocal forces: hydrophobic interactions are important

In the 1950s, Walter Kauzmann argued that hydrogen bonds may not be the principal determinant of the structures of globular proteins, reasoning that the strength of the hydrogen bonds between the denatured protein chain and surrounding water molecules would be approximately the same as the intrachain hydrogen bonds in the native protein (Kauzmann, 1954, 1959). He argued that a strong force for folding proteins was the tendency of nonpolar amino acids to associate in water.

Although it seemed clear that hydrophobicity could drive proteins to become compact and acquire nonpolar cores, hydrophobicity seemed to be too nonspecific to drive the formation of specific native protein folds. By 1975, the synthesis of the two perspectives, one based on helical propensities and the other on nonpolar interactions, led to the view that hydrophobicity was mainly a globularization force that stabilizes compact conformations but does little to craft the specific and sequence-dependent secondary and tertiary architectures of proteins. For instance, Anfinsen and Scheraga (1975) stated that:

“Evidence is now accumulating to suggest that nearest-neighbor, short-range interactions play the dominant role in determining conformational preferences of the backbones of the various amino acids, but that next-nearest neighbor (medium-range) interactions and, to a lesser extent, long-range interactions involving the rest of the protein chain are required to provide the incremental free energy to stabilize the backbone of the native structure.”
This view gained credence from the partial success of (1) models, both computational and experimental, of peptides and protein pieces, and (2) database methods that rationalize helical, sheet, and turn propensities in proteins (Chou et al., 1972; Anfinsen & Scheraga, 1975; Montelione & Scheraga, 1989). Hydrophobicity was seen as “nonspecific,” and hydrogen bonding and helical propensities were seen as the “specific” components of the folding code that directs a protein to fold to its unique native structure. A common view until recently (Dill, 1985, 1990) appears to have been that there was no single dominant force in folding.

Here we describe an alternative view, namely that both compactness and the specific architectures of globular proteins are encoded mainly in nonlocal interactions, as is the folding pathway. We first review experimental evidence for the importance of nonlocal interactions. Then we review predictions from simple exact models based on that premise and corresponding experiments.

Experimental evidence that nonlocal interactions are dominant

1. The water-to-oil transfer free energy, a measure of the interactions among monomer contacts, is large and negative for nonpolar amino acids, consistent with their burial in the protein core to avoid water. The average transfer free energy of a nonpolar amino acid is about −2 kcal/mol (Nozaki & Tanford, 1971).

2. Large positive changes in heat capacities result from unfolding most proteins (Privalov, 1979; Privalov & Gill, 1988), consistent with the solvation of nonpolar molecules in water. Transfers of some polar amino acids to water also have large heat capacity changes, but of opposite sign. Transferring the backbone groups into the folded protein may also involve heat capacity changes and contribute significantly to stability (Makhatadze & Privalov, 1993; Privalov & Makhatadze, 1993; and references therein). But backbone interactions, even if they are strong, cannot be the basis for the folding code, because they are not sequence dependent.

3. The free energies for helix formation are small (Sueki et al., 1984; Chakrabarty et al., 1991, 1994; Scholtz et al., 1991; Scholtz & Baldwin, 1992). For example, a recent free energy scale shows that only alanine is a helix-former (favorable free energy), leucine and arginine are helix-indifferent, and all other amino acids are helix-breakers (Chakrabarty et al., 1994). Site-directed mutagenesis studies show that helical propensities contribute less to the variance of changes in stability than hydrophobic interactions (Alber et al., 1988; Zhang et al., 1991; Pinker et al., 1993; Blaber et al., 1994). Helix stability increases with chain length and with reduced temperature (to near 0°C) (Poland & Scheraga, 1970). But most helices in proteins are too short (Kabsch & Sander, 1983), and room temperature is too high, for protein helices to be stable by themselves. Predictions of helices in proteins are only around 60–70% correct, where 33% correct is expected from random choice in predicting three categories: helix, sheet, and other (Rooman & Wodak, 1988). Moreover, whereas most studies have been performed on water-soluble helices, most helices in globular proteins are amphipathic (J. Thornton, pers. comm.), indicating that hydrophobic interactions are important factors stabilizing helices in globular proteins.

4. β-Sheet proteins have few local interactions, and those few are only at the turns, so helical propensities cannot explain the folding of sheet proteins. Nonlocal interactions must dominate the folding of sheet proteins.

5. Electrostatic interactions in proteins generally contribute little to structure and stability, as determined by the general insensitivity of the native structure to pH and salt, except in highly acidic or basic solutions (Dill, 1990). Mutational studies show that varying the charge on T4 lysozyme from +9 to +1 leads to no change in structure (Sun et al., 1991). Goto and coworkers (Goto & Nishikiori, 1991; Hagiura et al., 1994) see no change in the native structure or in the native features of the cytochrome c molten globule at pH 7 with replacement from 0 to 19 positive charges by random acetylation of lysines.

6. Polypeptides can be designed to fold to apparently helical bundles by designing only the sequence of hydrophobic and polar residues, averaging over a variety of helical propensities, side-chain packing, and charge placements (Kamtekar et al., 1993; Munson et al., 1994). Amino acids in native state turn positions can be chosen largely randomly in some cases (Brunet et al., 1993). The tendencies to form helices or strands are more dependent on the solvent than on the amino acid sequence (Zhong & Johnson, 1992; Reed & Kinzel, 1993; Waterhous & Johnson, 1994).

Models

Based on the results above, we take as our premise that proteins are chain molecules that have specific monomer sequences and are driven to fold mainly by nonlocal interactions subject to steric constraints. There is currently no accurate analytical theory that can account for chain connectivity, excluded volume in the compact states, and specific sequences of monomer units. Simple exact models have been developed to explore such properties.

What are simple exact models?

There is more than one simple exact model of proteins. Figure 2 shows examples of model protein conformations in the two- and three-dimensional HP (H: hydrophobic, P: polar) lattice models (Lau & Dill, 1989), as well as conformations of a 27-mer cube “perturbed homopolymer” model (Shakhnovich & Gutin, 1993a; Socci & Onuchic, 1994). In simple exact lattice models, each amino acid is represented as a bead. Connecting bonds are represented by lines. The background lattice simply serves to divide space into monomer-sized units. A lattice site may be either empty or filled by one bead. Bond angles have only a few discrete values, dictated by the structure of the lattice. Many different types of lattices are possible, in both two and three dimensions. In some cases, models in two dimensions (2D) offer physical and computational advantages over models in three dimensions (3D) (see below). For most properties tested so far, 2D and 3D models give similar qualitative results. In the HP model, HH contacts are favorable. In the perturbed homopolymer model, all monomers are strongly attracted to each other, and effects of monomer sequence are treated as relatively small perturbations to this large net attraction. More detailed descriptions of the individual models are given at the end of this review.

The disadvantages of lattice models are clear. Resolution is lost. The details of protein structures and energetics are not accurately represented. Model chain lengths have often been un-
realistically short, although this limitation is rapidly being overcome. On the other hand, lattice models have certain virtues. First, atomic-level simulations can currently explore only the small conformational changes that occur in very short times (typically picoseconds to nanoseconds). Lattice models can explore the larger conformational changes and the longer times involved in protein folding. Second, atomic force-field energies include covalent terms, so small conformational changes require computation of very small differences (a few kilocalories) between large energy terms (megacalories). Lattice models avoid this problem by omitting covalent energies. Third, atomic resolution models require many parameters, approximations, and involve incomplete conformational sampling. Simple exact models do not. Fourth, simple exact models can test the assumptions and approximations in analytical models. To our knowledge, all existing analytical theories of proteins make approximations such as those based on mean-field treatments (Dill, 1985; Chan & Dill, 1991a; Dill & Stigter, 1995), or approximations from the theory of spin glasses (Edwards & Anderson, 1975; Derrida, 1981; Binder & Young, 1986; Mézard et al., 1986; Fischer & Hertz, 1991) such as the random-energy assumption (Bryngelson & Wolynes, 1987; Garel & Orland, 1988; Shakhnovich & Gutin, 1989a, 1989b), and cannot treat specific monomer sequences. The predictions of these theories can be tested by exact models, which correctly account for these factors.

To study molecular properties of models requires computing entropies, energies, and free energies, which are derived from statistical mechanical partition functions. The basic process in computing partition functions is the counting of conformations. Lattice models allow direct enumeration of the conformations, for sufficiently short chains. Counting can be done by computer, taking “excluded volume” fully into account by forbidding any conformation in which two beads occupy the same lattice site. Exact models provide complete or near-complete knowledge of all the relevant conformations, without any approximations beyond those intrinsic to the model itself. In contrast, in molecular dynamics and Monte Carlo methods, the relevant conformations are sampled very locally or very sparsely.

Simple exact models have played an important role in polymer science. The first exact enumeration studies of short homopolymer chains on the square lattice in 2D and the cubic lattice in 3D were carried out by W.J.C. Orr (1947). Subsequent exact lattice model studies of homopolymers have provided the basis of major modern developments in polymer theory, particularly scaling laws and renormalization group methods (Barber & Ninham, 1970; de Gennes, 1979; Freed, 1987; des Cloizeaux & Janink, 1990).

Lattice methods were first applied to protein stability and kinetics in the pioneering “Gö models” (Taketomi et al., 1975; Gö & Taketomi, 1978). Gö et al. studied folding kinetics using hypothetical potential functions with Metropolis Monte Carlo sampling in 2D and 3D lattice models. In their “strong specificity limit,” the native structure is guaranteed to be the lowest-energy state by an ad hoc potential function. This potential function counts intrachain attractions only when a pair of monomers is arranged as in the native conformation. Such native forcing potentials are not intended to represent physical interactions because pairs of amino acid residues cannot switch on their attractions only when they are in their native arrangement. Gö et al. also studied an “intermediate specificity” case in which some nonnative contacts were permitted to be favorable. Gö models are not simple exact models because the potentials are not physical, and sampling is sparse.

Simple exact models for proteins were initiated in 1989 (Chan & Dill, 1989a, 1989b; Lau & Dill, 1989) in 2D and for the max-

The view that emerges from these studies is that polymers with specific sequences of at least two monomer types can collapse to stable compact states that resemble proteins in several respects. For some sequences the stable states under "native" conditions are compact and unique, with secondary and tertiary structures and nonpolar cores, even in the absence of local interaction biases. The stable structures are often neutral to mutations, more so at the surface than in the core. For many sequences, collapse involves sharp sigmoidal transitions with corresponding peaks in heat absorption. Some sequences show two-state cooperativity. The denatured states can be compact and complex, depending on external conditions and monomer sequence. Folding kinetics can be multistaged, with concurrent development of compactness and secondary structure followed by slow "annealing" to native states. Sometimes the kinetics manifests itself as many paths and sometimes as particular sequences of events, depending on the property observed. Here we divide our account of these protein properties into three main parts: structure, thermodynamics, and folding kinetics.

### Protein structures

**Nonlocal interactions drive collapse transitions, whereas local interactions drive helix transitions**

**Hydrophobic homopolymers collapse to compact states in water**

Homopolymer behavior is the simplest model of chain collapse. Homopolymers are predicted to collapse when they are put into "poor" solvents (i.e., solvents that prefer phase separation to mixing with monomers of the type that comprise the homopolymer) (Anufrieva et al., 1968; Pitsyn et al., 1968; de Gennes, 1975; Post & Zimm, 1979; Sanchez, 1979; Williams et al., 1981). It is observed experimentally that polystyrene, a chain of nonpolar monomers, collapses to a compact globule in a poor organic solvent (Sun et al., 1980) and poly-(N-isopropylacrylamide) (PNIPAM) collapses very sharply (with increasing temperature) in water (Fujishige et al., 1989; Rück et al., 1990; Meewes et al., 1991; Tiktopulo et al., 1994), resembling the renaturation of cold-denatured proteins (Privalov & Gill, 1988; see Fig. 3). As with proteins, PNIPAM collapse is accompanied by a peak in heat absorption (Tiktopulo et al., 1994).

**Compactness in chain molecules stabilizes secondary structures**

Exact lattice simulations predict that the collapse of polymer chains helps drive the formation of secondary structure, both helices and sheets (Chan & Dill, 1989b, 1990b; see Figs. 4, 5). This conclusion is confirmed in more realistic off-lattice models that show, however, that compactness-induced stabilization is not very structurally specific. For example, Gregoret and Cohen (1991), using a rotational isomeric model of protein chains constrained within ellipsoids of different volumes, show that compactness induces some, but not much, secondary structure if helices and sheets are defined by strict criteria. The results of Hao et al. (1992) and Socci et al. (1994) show that both compactness and intrasequence interactions are needed to approach the bond vector correlations of real proteins. Yee et al. (1994) confine random self-avoiding polyalanine chains to spheres of various diameters using a distance geometry procedure (Havel, 1990) and find that conclusions about compactness-induced secondary structure are strongly dependent on the criteria used to define helices and sheets. This study and one by Hunt et al. (1994) confirm that compactness stabilizes secondary structures (see Fig. 6), but in the absence of hydrogen bonding, helices and sheets only weakly resemble those in proteins. These "vague" helices (i.e., involving broader regions of $\phi-\psi$ angles than those

---

**Fig. 3.** Collapse transitions in homopolymers. **A:** Data of Sun et al. (1980) for polystyrene in cyclohexane are shown for three chain lengths, indicated by the molecular weight (Mw). Horizontal scale indicates temperature. Numbers of monomers in the chains are approximately 30, 1,000, and 250,000. Only very long chains show sigmoidal transitions. **B:** Hydrodynamic radius ($R$) and radius of gyration ($G$) of PNIPAM as a function of temperature, in a dilute aqueous solution containing a small amount of surfactant to suppress aggregation. Numbers of monomers in the chains are approximately 62,000. Data from Meewes et al. (1991).
of well-defined helices in globular proteins) can be pushed into "good" $\alpha$-helices by the introduction of small hydrogen bonding forces, but "good" sheets require larger perturbations. Thus, compactness stabilizes ensembles of conformations that are roughly helix-like and sheet-like, but hydrogen bonding or other interactions are needed to "lock in" specific $\alpha$-helices and $\beta$-sheets. Consistent with this picture, recent results from molecular dynamics simulations of chymotrypsin inhibitor 2 by A. Li and V. Daggett (submitted) show a correlation of compactness with increasing amounts of secondary structure (Fig. 7).

Consistent with the model predictions, experiments show that secondary structure is correlated with protein compactness. (1)
By varying solvent conditions, DnaK (Palleros et al., 1993), apomyoglobin, and ferricytochrome c (Nishii et al., 1994; M. Kataoka, I. Nishii, T. Fujisawa, T. Ueki, F. Tokunaga, & Y. Goto, in prep.) can each be caused to have different radii. The amount of secondary structure increases with chain compactness (see Fig. 8). (2) Measuring the CD of random terpolymers of lysine, alanine, and glutamic acid, Rao et al. (1974) found that the highly compact conformations of random sequences are 46% helix. (3) In several proteins, equilibrium compact denatured states have much secondary structure (reviewed by Kuwajima, 1989; Ptitsyn & Semisotnov, 1991; Ptitsyn, 1992). In apocytochrome c, it appears that secondary structure is lost sharply when the radius of the molecule has expanded to somewhere between 18 and 22 Å (Hamada et al., 1993). Interestingly, Jeng and Englander (1991) observed considerable helix in acid-denatured cytochrome c, even when it has a large radius at low salt in deuterated solutions. Because helices are not stable in isolation, Jeng and Englander attribute the helix formation to localized clustering. Although lattice model studies suggest that some proteins might assemble through isolated domains in this way (Latzman et al., 1994), experiments by Goto et al. (1993) were unable to confirm the observations of Jeng and Englander.

The perspective described above is that secondary structures develop as an indirect consequence of hydrophobic collapse, due to steric and compactness constraints. But another consequence of hydrophobic collapse is the decrease of the internal dielectric constant, which would strengthen the hydrogen bonding, helical dipoles, and other electrostatic interactions within the core. Thus, collapse might stabilize secondary structures through both specific and nonspecific mechanisms.

**Homopolymers do not collapse to unique states**

How does an amino acid sequence encode only a single native conformation and exclude all others? We call this the encoding problem. Homopolymer models do not account for encoding because homopolymer collapse does not lead to a unique configuration. Although the maximally compact conformations of a polymer constitute only an infinitesimal fraction of all conformations, around 10^-40 to 10^-50 for 100-mers (from a mean-field theory: Dill, 1985; in exact 2D models: Chan & Dill, 1989b; Camacho & Thirumalai, 1993b; in exact 3D models: Chan & Dill, 1990a, 1991a), the absolute number of compact conformations is still quite large, and it grows exponentially with chain length (see Fig. 9). By itself, the steric exclusion in a compact polymer cannot account for the encoding of a unique protein fold in an amino acid sequence.

**Protein folding is better modeled as heteropolymer collapse**

More accurate models recognize that proteins are not homopolymers, but heteropolymers, composed of different types of monomers. The simplest protein model divides the amino acids into two categories: hydrophobic (H) and ionic or polar (P)
Heteropolymers collapse to very few structures

Remarkably, whereas model homopolymers collapse to very many compact conformations, most model heteropolymer sequences collapse to very few lowest-energy conformations (Lau & Dill, 1989, 1990; Chan & Dill, 1991b, 1994; Camacho & Thirumalai, 1993b). What fraction of HP sequences have unique native structures? We use the term "degeneracy," $g_N$, to denote the number of lowest-energy (native) conformations of a sequence. When $g_N = 1$, a sequence has only a single conformation of lowest free energy, a unique "native state." Real proteins generally have small degeneracies. The fraction of HP sequences that fold to unique conformations ($g_N = 1$) in the 2D model is about 2.1-2.4%, depending slightly on chain length (Fig. 10). The 2D HP model predicts that most sequences have relatively small degeneracies (Chan & Dill, 1991b). Even though 5,808,335 conformations are accessible to each sequence with 18 monomers, more than half of the 18-mer HP sequences have $g_N$ less than 50 (H.S. Chan & K.A. Dill, unpubl. results). Camacho and Thirumalai (1993b) have extended these conclusions to longer chain lengths by limiting their exhaustive enumerations to maximally compact conformations (see Fig. 9).

Similar conclusions appear to hold for longer model chains (30-mers to 88-mers) in 3D, but 3D studies are less complete than 2D studies. In the longer chain 3D studies, some 88-mer HP sequences encode fewer than five native (lowest energy) conformations (Yue & Dill, 1995). This is a very small number compared to the maximum possible degeneracy available ($10^{96}$) to a sequence of that length. This enormous reduction of conformations indicates that the essentials of the folding code may be given by the sequence of hydrophobic and polar monomers.

**Encoding unique native protein structures**

**Heteropolymers collapse to very few structures**

In models with larger alphabets, or more types of interactions, more of the possible chain sequences have unique native conformations (O'Toole & Papahodopioupolous, 1992; Shakhnovich, 1994). Also, the alphabet size may determine the kinetic and thermodynamic difficulty of folding, with certain sets of larger alphabets favoring faster folding and greater stability. How protein-like are the alphabets and interaction energies used in model studies? The HP model represents minimal encoding, using only two "letters." Gö models (Taketomi et al., 1975; Gö & Taketomi, 1978) and codes that allow independent variation of every contact energy (Shakhnovich et al., 1991; Sál et al., 1994a, 1994b) represent maximal encoding, where the number of different letters in the alphabet can be as large as the chain length and considerably greater than 20, the number of amino acid types. Real proteins undoubtedly fall somewhere between these extremes. It is not known what percentage of all possible amino acid sequences fold to unique native states, although experimental methods that extensively sample sequences are becoming feasible (Kaiser et al., 1987; Reidhaar-Olson et al., 1991; Kamtekar et al., 1993; Vuilleumier & Mutter, 1993; Davidson & Sauer, 1994). It is valuable to find the minimal alphabet size required for fast and stable folding in order to learn how simpler polymers might be designed to fold like proteins.

**Native states are not spheres: Their deviations from maximal compactness are important**

Protein native structures are not perfect spheres (Goodsell & Olson, 1993). They are highly, but not maximally compact (see Fig. 11). Deviations from maximal compactness in global shape, surface cavities, and active sites are intrinsic to protein structure and function. To assume that hydrophobicity is the dominant force in protein folding is not to imply that native structures are spherical, or that all hydrophobic residues are fully buried, because chain connectivity is a complex constraint. Native states of HP model proteins are often not maximally compact. In the HP model, the shapes of native proteins depend on their monomer sequences. Native HP model proteins often have H monomers at the surface and sometimes have P monomers inside, as real proteins do (Lee & Richards, 1971).

**Is side-chain packing a major part of the folding code?**

The Protein Data Bank (Bernstein et al., 1977; Abola et al., 1987) shows that protein interiors are tightly packed (Richards, 1974, 1977; Richards & Lim, 1993; Harpaz et al., 1994). Moreover, one of the few ways that "designed" proteins do not yet
look like natural proteins is that they do not have the same tight side-chain packing (Betz et al., 1993), except when ligands like Zn$^{2+}$ are added (Handel et al., 1993), suggesting a need to design precise fits into the packing of the side chains. Large cavity-creating perturbations are often destabilizing (Lim et al., 1992), and side-chain fits are important determinants of the structures and stability encoded in the microscopic details of jiggled coiled coils (Harbury et al., 1993). Is the essence of protein structure and stability encoded in the microscopic details of jiggled side-chain packing? If so, the single monomer representations of amino acids in simple exact models could not account for protein organization.

Other evidence suggests that side-chain packing is not the dominant component of the folding code: (1) Behe et al. (1991) found little preference of side chains to conjointly bury surface area. (2) Singh and Thornton (1990, 1992) found little preference of pairwise side-chain orientations among hydrophobic core residues. (3) Sosnick et al. (1994) have noted that the kinetic bottleneck to the folding of cytochrome c is probably not side-chain packing, because a single nonnative heme interaction slows folding by orders of magnitude. (4) Proteins show considerable structural tolerance for mutations that change side-chain size and shape (B.W. Matthews, 1987, 1993; Lim & Sauer, 1991). (5) Topologically similar proteins can have differently packed cores (Swindells & Thornton, 1993). (6) Proteins can maintain native topology in states that lack native-like packing (Hughson et al., 1990, 1991; Feng et al., 1994; Peng & Kim, 1994). (7) The fold of some proteins, such as globins, can be achieved by sequences that are less than 20% identical (Bashford et al., 1987).

**What then, is the role of side chains in structure and stability?**

We have extended the "string-of-beads" model to represent side chains simply as single pendant beads attached to each backbone bead (Bromberg & Dill, 1994; see Fig. 12). This is another simple exact model, intended to address questions of principle, not to accurately represent microscopic detail. This approach has two virtues. First, although higher resolution studies have computed rotational isomeric side-chain entropies neglecting excluded volume contributions (Pickett & Sternberg, 1993) and explored the effects of side-chain entropy on helix formation (Creamer & Rose, 1992), the simplified exact model has been the only way so far to study the significance of side-chain excluded volume. Second, the simplicity of this model allows us to explore the linkage between backbone and side-chain degrees of freedom (Baldwin et al., 1993; Richards & Lim, 1993), whereas earlier studies were caused by computational limits (Ponder & Richards, 1987; Lee & Subbiah, 1991) or theoretical premises (Shakhnovich & Finkelstein, 1989) to assume fixed backbone conformations.

The model studies show: (1) that side chains contribute a large excluded volume entropy that opposes folding, and (2) that side-chain and backbone degrees of freedom are strongly coupled. By exhaustive enumeration of short chains, and Monte Carlo sampling of chains up to 50 backbone monomers long in 2D and 3D, the excluded volume entropy contributed by the side chains has been determined as a function of backbone compactness (Bromberg & Dill, 1994; see Fig. 13). The results show that side chains "freeze," i.e., there is a steep loss of side-chain conformational entropy at the last stages of collapse to the native state. Coupling implies that if the chain is driven strongly enough to collapse, it will cause the side chains to freeze into place. These model results are consistent with the PNIPAM homopolymer collapse experiments of Binkert et al. (1991), showing that side-chain fluorescent labels have dramatically slowed motions at the collapse transition (see Fig. 14). The model also predicts that small expansions from the native state should lead to large increases in entropy (the opposite of rubber-like elasticity). This is consistent with experiments in which protein crystals that are mechanically stretched by 5% at $T = 300$ K are found to have $\Delta S = +27$ kcal mol$^{-1}$ (Morozov & Morozova, 1993), although other entropy components might also be contributing.

**Fig. 11.** Native protein structures are relatively but not maximally compact. Proteins are not spheres (Goodsell & Olson, 1993).

**Fig. 12.** Simple exact side-chain model. Taking the linear chain lattice model (LCM) to represent the main chain (A), a side-chain model (SCM) is created by attaching a single side-chain unit to each main-chain monomer. To represent side-chain rotameric degrees of freedom, each side-chain unit has the freedom to occupy any one empty lattice site adjacent to its corresponding main-chain monomer (B) (see Bromberg & Dill, 1994).
Fig. 13. Side-chain entropies depend on compactness. Excess entropies due to adding side chains, $\Delta S / (nk)$, where $n$ is the chain length and $k$ is Boltzmann's constant, versus backbone compactness $p$, in 2D (A) and 3D (B) by exhaustive enumeration for $n = 16$ in 2D, and $n = 10$ in 3D, and by Monte Carlo sampling for $n = 50$ in both (A) and (B) (Bromberg & Dill, 1994). Increased slope at high densities is described as side-chain “freezing.”

This model appears to be consistent with side-chain packing in proteins—cores can pack tightly, yet side chains have no packing preferences in their orientations or buried areas (see Fig. 15). But the protein-like aspects of side-chain packing that are achieved in this model do not arise from a complex jigsaw puzzle-like fit. The model side-chain packing is more random and nonspecific, more like nuts and bolts in a jar, a sort of ad hoc jumble, than like a jigsaw puzzle with precise pairwise shape complementarity between amino acids (see Fig. 15). A very lucid overview of types of packing and jigsaw-puzzle folding kinetics is given by Richards (1992). What are the implications of distinguishing a jigsaw-puzzle model of side chains from a nuts-and-bolts model? First, a jigsaw-puzzle model implies that if a native-like chain were systematically expanded, side chains would remain locked until a critical disjuncture point, estimated in one model (Shakhnovich & Finkelstein, 1989) to be around a 25% increase in volume. In contrast, the nuts-and-bolts model implies that different side chains will unfreeze at different expansions, but that, on average, most side-chain freedom will be gained upon expansion of only a few percent in volume. Second, because the nuts-and-bolts model predicts no step increase of side-chain entropy at relatively large chain expansion, it implies that side-chain packing is not the basis for the two-state cooperativity observed in proteins (see below).

To the extent that this uniform side-chain model is a reasonable first approximation to the variable side-chain sizes in proteins, it provides no basis for a folding code in which side-chain packing would somehow encode the difference between lysozyme and ribonuclease. Although native states may thus be destabilized by excluded volume side-chain entropies, they may be stabilized by energies of tight packing (Harpaz et al., 1994). But in order to contribute to the folding code, packing must differ strongly from one side chain to the next and be sequence dependent. Refined models are required to explore sequence-dependent packing differences, particularly for coiled coils, where specific details clearly play a role in structural differences (Harbury et al., 1993).

Tertiary structures can be encoded in minimally degenerate sequences

Protein tertiary structures can be remarkably symmetrical (Levitt & Chothia, 1976; Richardson, 1981; Branden & Tooze, 1991), involving bundles of helices, stacks of $\beta$-sheets, or repeating $\alpha/\beta$
Fig. 15. Models for packing of side chains in proteins range from the jigsaw-puzzle type, requiring pairwise shape complementarity, to the nuts-and-bolts type, which is random like the jumble of nuts and bolts in a jar. Jigsaw-puzzle packing involves a point of critical disjuncture: as a protein expands in denaturation, the side chains gain no rotational freedom until they are separated by a critical distance. Nuts-and-bolts models gain rotational freedom as the protein first expands from its maximally compact state (see Bromberg & Dill, 1994).

Fig. 16. Tertiary symmetries arise in the lattice model from finding the native states (maximum number of HH contacts) of HP sequences that have a minimal number of native states. **A:** An HP lattice conformation resembling an $\alpha/\beta$-barrel in real proteins. **B:** Same conformation as (A), but using ribbon diagrams. **C, D:** Ribbon diagrams for the 3D HP lattice model of a parallel $\beta$-helix and a 4-helix bundle, respectively, obtained in the same way (see Yue & Dill, 1995).
structures (Skolnick & Kolinski, 1991), this HP model study involves no parameters or energies. It just seeks conformations with a maximum number of HH contacts, from sequences that have a minimum number of native states. These model studies predict that the HP sequence is sufficient by itself to encode general tertiary architectures. In elegant experiments, Kamtekar et al. (1993) have engineered molecules that appear to fold to helix bundles using just an HP code. The degeneracies of their native states are not yet known.

Most surprisingly, the model predicts that the essence of the high symmetries in tertiary structures of native proteins goes beyond the relationship between a sequence and its native fold. High tertiary symmetries also depend on an implicit negative design: an encoding within the amino acid sequence of an ability not to fold to other conformations. In these few instances studied, the highest symmetries arise from sequences with the greatest degree of negative design. Such negative encoding has been studied so far only in the HP model, because it is the only model at present for which there is complete knowledge of the conformational and sequence spaces.

Sequence design: The hard part is uniqueness

Designing an amino acid sequence to fold to a desired ("target") conformation has two aspects: (1) positive design, ensuring that the sequence will fold to the target structure (reviewed in Richardson & Richardson, 1989), and (2) negative design (DeGrado et al., 1989; Hecht et al., 1990; Hill et al., 1990; Yue & Dill, 1992, 1995), ensuring that the sequence does not fold to stable alternative conformations. Designed proteins appear to have more conformational diversity than real native proteins (Betz et al., 1993; Handel et al., 1993; Sasaki & Lieberman, 1993; Tanaka et al., 1994), an indication that the negative design problem is not yet solved. It appears to be much easier to design into a sequence the ability to fold to a desired native structure (as one of several low-energy structures) than to design out an ability to fold to all of the other approximately 10^9 incorrect structures (for a 100-mer).

We have used lattice models to study negative design (Yue et al., 1995). In a Harvard/UCSF collaboration, the Harvard group chose 10 different 3D 48-mer lattice target conformations. They designed HP sequences to fold to those structures by a Monte Carlo method without explicit negative design (Shakhnovich & Gutin, 1993a, 1993b; Shakhnovich, 1994). This method starts with random labels, H or P, painted onto each amino acid "bead." It then iteratively permutes the labels of the beads to reduce the energy. The negative design in this method was limited to maintaining a fixed monomer composition to avoid designing a homopolymer sequence, i.e., to avoid labeling all beads as H monomers. The UCSF group then used two different HP lattice conformational search strategies, the CHCC algorithm (Yue & Dill, 1993, 1995) and hydrophobic zippers (Dill et al., 1993; Fiebig & Dill, 1993) (see below), to seek the native conformation(s) of each sequence. The result was that the Monte Carlo procedure failed to adequately design HP sequences. For 9 of the 10 sequences designed by the Monte Carlo method, CHCC was able to find conformations of lower free energy than the target conformations to which they were designed to fold. Although the target structures were chosen to be maximally compact, the designed sequences invariably folded to more stable conformations that were not maximally compact (see Fig. 17). Thus, even when a sequence is designed to have an apparently good hydrophobic core, the molecule can usually fold to a structure with an even better hydrophobic core. This study indicates the importance of negative design for the HP model, and by inference, for real proteins. Design procedures without sufficient attention to negative design have also been found inadequate in another simple folding model based on contact and helical interactions (M. Ebeling & W. Nadler, submitted).

How can we eliminate conformational diversity when designing proteins? Handel et al. (1993) suggest that the lack of a unique structure arises from poor side-chain packing, and that more attention must be paid to designing cores that lock side chains in better steric fits. But conformational diversity can also arise from poor hydrophobic/polar sequence design. As noted above, a simple "hydrophobic inside, polar outside" rule is not an adequate design strategy (Yue & Dill, 1992). The difficulty encountered in hydrophobic/polar design (Shakhnovich, 1994) can be more reasonably ascribed to flaws in design strategy (Yue et al., 1995), rather than to the simplicity of the model. The fact that some HP sequences fold to multiple native states implies only that those sequences are not good folders. It does not imply that hydrophobicity is too nonspecific as a driving force to produce native structures. For example, any maximally compact conformation can be encoded by the sequence HHHH . . . H. This sequence encodes all maximally compact structures and thus folds with great conformational diversity, so it would be a very poor design. Other sequences do fold to unique native

Fig. 17. A: Lattice model-designed protein and its HP sequence, designed by the Monte Carlo method of Shakhnovich and Gutin (1993a) (H: black bead; P: white bead), with limited "negative design." B: One of the many lower energy (global optimum) structures of the same sequence was found by the CHCC conformational search method (Yue et al., 1995). True ground-state conformation (right) is not maximally compact. This indicates the importance of negative design in the HP model.
states, so problems with this one sequence, or any other particular sequence, do not imply that hydrophobicity is too non-specific. Within the HP model there are a few good sequences and many bad sequences (Yue & Dill, 1995). Finding sequences with low degeneracy in the HP model requires a more sophisticated design strategy than just finding sequences that encode good, low-energy, hydrophobic cores (Yue & Dill, 1992, 1993, 1995; Yue et al., 1995), although perhaps such simple design strategies may be more successful with certain sets of larger monomer alphabets (Shakhnovich, 1994). Regarding the design of side-chain packing, it is interesting that the collapse of the homopolymer PNIPAM, which has side chains not too different from amino acids in size and conformational freedom, leads to much slower motion, if not the freezing, of side chains (Binkert et al., 1991), without the need to design "steric fit."

Adding hydrophobic monomers to stabilize native states can be a poor design strategy

HP model studies show, contrary to naive expectations, that attempting to stabilize a protein by adding extra hydrophobic contacts in the target structure can increase conformational diversity (Chan & Dill, 1991b; Yue & Dill, 1992). This can lead to thermodynamic instability of the single target structure, due to more stable denatured conformations. The best protein designs do not seek to maximize favorable native interactions but to minimize excess stabilizing interactions—as long as there is enough stability to hold the protein together. Any excess H monomers beyond those required to stabilize the desired native state as the lowest-energy structure increase the possibility that the chain will fold to alternative low-energy conformations (Chan & Dill, 1991b; Yue & Dill, 1992). Model studies noted above show that molecules designed to have apparently good hydrophobic cores can generally also have many equally good alternative conformations (Yue et al., 1995). Owing to constraints imposed by chain connectivity and intrachain interactions, well-designed proteins might at best only have marginal stability. Protein stability and genetic engineering experiments are consistent with this view: (1) real proteins are marginally stable (around 5–10 kcal/mol-protein, or about 100 cal/mol-amino acid), and (2) proteins designed to have a large number of favorable interactions have conformational diversity (Regan & DeGrado, 1988; Handel et al., 1993).

Not all proteins fold to unique native structures

In simple models, most of the possible sequences do not fold to unique states (Lau & Dill, 1989; Honeycutt & Thirumalai, 1990, 1992; Chan & Dill, 1991b). To achieve a unique fold requires some sequence selection. Are the native states of natural proteins unique? We regard any native structure as "unique" if it is "steric fit." Indeed, within the HP model there are a few good sequences and many bad sequences (Yue & Dill, 1995), although perhaps such simple design strategies may be more successful with certain sets of larger monomer alphabets (Shakhnovich, 1994). Regarding the design of side-chain packing, it is interesting that the collapse of the homopolymer PNIPAM, which has side chains not too different from amino acids in size and conformational freedom, leads to much slower motion, if not the freezing, of side chains (Binkert et al., 1991), without the need to design "steric fit."

Adding hydrophobic monomers to stabilize native states can be a poor design strategy

HP model studies show, contrary to naive expectations, that attempting to stabilize a protein by adding extra hydrophobic contacts in the target structure can increase conformational diversity (Chan & Dill, 1991b; Yue & Dill, 1992). This can lead to thermodynamic instability of the single target structure, due to more stable denatured conformations. The best protein designs do not seek to maximize favorable native interactions but to minimize excess stabilizing interactions—as long as there is enough stability to hold the protein together. Any excess H monomers beyond those required to stabilize the desired native state as the lowest-energy structure increase the possibility that the chain will fold to alternative low-energy conformations (Chan & Dill, 1991b; Yue & Dill, 1992). Model studies noted above show that molecules designed to have apparently good hydrophobic cores can generally also have many equally good alternative conformations (Yue et al., 1995). Owing to constraints imposed by chain connectivity and intrachain interactions, well-designed proteins might at best only have marginal stability. Protein stability and genetic engineering experiments are consistent with this view: (1) real proteins are marginally stable (around 5–10 kcal/mol-protein, or about 100 cal/mol-amino acid), and (2) proteins designed to have a large number of favorable interactions have conformational diversity (Regan & DeGrado, 1988; Handel et al., 1993).

Mutational and evolutionary change

Like real proteins, the HP model responds to mutational and evolutionary change (Lau & Dill, 1990; Chan & Dill, 1991b; Lipman & Wilbur, 1991; Shortle et al., 1992; Chan & Dill, 1994). (1) For a considerable fraction of amino acid sequences, the native structures of HP proteins are tolerant to mutation, like real proteins (Bowie et al., 1990; Lim & Sauer, 1991; Heinz et al., 1992; B.W. Matthews, 1993), in that the mutant chain folds to the same native fold as the wild type. (2) The core is more highly conserved than the surface, i.e., mutations are more readily tolerated at the surface than in the nonpolar core, consistent with experiments of Reichhaar- Olson and Sauer (1988), Lim and Sauer (1991), and B.W. Matthews (1993). This implies a greater role for nonpolar interactions in driving folding because the hydrophobicity of amino acids measured from transfer experiments correlates with degree of burial in protein structures (Rose et al., 1985; Lawrence et al., 1987; Miller et al., 1987). (3) Convergence, the encoding of a given native structure by different sequences, is observed in the HP model (Lau & Dill, 1990; Chan & Dill, 1991b).

(4) Lipman and Wilbur (1991) have shown that the evolutionary fitness landscape, modeled with the 2D HP model, has a "connectedness" property. A sequence is considered to be functional if its native state has, as a "phenotype," a single contact map. A mutation is "nonlethal" when the mutant is functional, and "lethal" otherwise. Lipman and Wilbur found that there are large evolutionary networks linked by nonlethal mutational steps (H→P or P→H), satisfying a critical requirement of evolutionary space proposed by Maynard Smith (1970), viz., "If evolution by natural selection is to occur, functional proteins must form a continuous network which can be traversed by unit mutational steps without passing through non-functional intermediates." They also found that neutral mutations that do not change the phenotype are necessary for traversing the evolutionary networks, implying that "neutral mutations can act as a significant constraint on positive selection" (Lipman & Wilbur, 1991).

Protein folding thermodynamics

Folding is cooperative

What do simple exact models tell us about the thermodynamics of protein folding? Here we explore (1) the basis for folding cooperativity, (2) the absorption of heat in protein transformations, and (3) the nature of one-state and two-state transitions. We start by introducing a Tetramer Toy Model (TTM) of folding to give a simple picture of the physical basis for the cooperativity and heat absorption of folding. We use the TTM to illustrate the meaning of an energy ladder or spectrum, the density of states, and a stability or energy gap.

The TTM is a 2D square lattice model of a four-monomer chain that has two H monomers at the ends and two P monomers in the middle (see Fig. 18). This short chain has only five

---

5 With thanks to Walter Englander for motivating it.
possible conformations: one conformation, the "native" state, has \( h = 1 \) HH contact. The other four conformations have \( h = 0 \) HH contacts, collectively they are the "denatured" state (Fig. 18). The native state has lower energy by virtue of its one HH "bond" or contact. The most important quantity is the density of states, \( g(h) \), the number of conformations as a function of the number of HH contacts, \( h = 0, 1, \ldots, h_N \), where \( h_N \) is the maximum number of HH contacts (Chan et al., 1992; Shortle et al., 1992; Stolorz, 1994). For this toy model, the number of native conformations is \( g_N = g(1) = 1 \), and the number of denatured conformations is \( g(0) = 4 \).

The two states, native and denatured, can be represented by an energy level diagram (Fig. 18). The energy of each denatured conformation is higher than the native state by an amount \( -\epsilon \), where \( \epsilon < 0 \), which represents the breaking of the HH contact "bond." We are not concerned for now with the subtle aspects of hydrophobic interactions: \( \epsilon \) simply represents a favorable contact free energy. Rather, we simply take as an experimental fact that nonpolar association in water is favorable and its free energy is nearly independent of temperature over the wide range 0-100 °C (Privalov & Gill, 1988). That is, a first treatment recognizes that oil and water do not mix. A second treatment would go beyond this to recognize that the basis for the positive free energy of oil/water association is a large heat capacity, a negative entropy near room temperature, and a positive enthalpy at higher temperatures. It is common practice in these types of models to work at this first level of treatment and to simply regard \( \epsilon \) as an "energy," and neglect the fact that it is more correctly a free energy. We follow that spirit here. What this treatment will miss is cold denaturation. An example of the second approach, treating the temperature dependence, is given by Dill et al. (1989).

Now we use statistical mechanics to compute the properties of this simple exact model. We require the partition function, \( Q \), which is the sum of Boltzmann factors over all the conformational states:

\[
Q = \sum_{h=0}^{h_N} g(h) e^{-h\epsilon/(kT)} = 4 + e^{-\epsilon/(kT)},
\]

where \( k \) is the Boltzmann constant and \( T \) is absolute temperature. The probability, \( P_N(T) \), that the chain is in its native state is defined by:

\[
P_N(T) = \frac{e^{-h_N\epsilon/(kT)}}{Q} = \frac{e^{-\epsilon/(kT)}}{4 + e^{-\epsilon/(kT)}},
\]

and the probability that the protein is in the denatured state \( P_D(T) \) is given by:

\[
P_D(T) = 1 - P_N(T) = \frac{4}{Q}.
\]

Figure 19 shows the sigmoidal thermal denaturation profile predicted by Equation 2. If we define cooperativity as a sigmoidal transition, then this model has cooperativity. (A more subtle distinction is whether cooperativity is one state or two state; see below.) At low temperatures, the native state (N) is stable but at high temperatures the four denatured conformations are more populated. We can express the denaturation in terms of the free energy of folding,

\[
\Delta G_{\text{fold}} = -kT \ln \left( \frac{P_N}{P_D} \right) = \epsilon + kT \ln 4.
\]
The definition of the total energy per molecule is

\[ U = \langle e \rangle = \frac{1}{Q} \sum_{h=0}^{h_N} g(h) e^{-\frac{h}{kT}} = \frac{e^{-\varepsilon/kT}}{4 + e^{-\varepsilon/kT}} \tag{5} \]

where \( \langle \ldots \rangle \) denotes the average over all states. The specific heat is the derivative

\[ C_v = \left( \frac{\partial U}{\partial T} \right)_v = \frac{e^2}{kT^2} \langle h^2 \rangle - \langle h \rangle^2 = \frac{e^2}{kT^2} \frac{4e^{-\varepsilon/kT}}{[4 + e^{-\varepsilon/kT}]^2} \tag{6} \]

Figure 20 shows that this model predicts a peak of heat absorption upon denaturation. The heat absorption peak reflects the increased energy upon breaking the native noncovalent HH "bond." At low temperatures, a small amount of heat will not be absorbed because it is not sufficient to break the HH contact. At intermediate temperatures, heat is absorbed to break the HH contact and denature the protein. At high temperatures, the molecule is already fully denatured so no further heat can be absorbed to break additional HH contacts.

This is a toy model. But it shows that the cooperativity of protein folding can be captured simply and need not arise from coupled interactions. A sigmoidal transition can be as simple as the breaking of noncovalent contacts. Protein folding cooperativity could have many origins—in hydrogen bonding, hydrophobic interactions, in electrostatic interactions, in side-chain packing, or in combinations of these. To be more protein-like, models should treat longer chains, sharpening the cooperativity due to a better hydrophobic core (see below), and include the temperature dependence of the hydrophobic interaction to represent enthalpic and entropic components more accurately. Heat capacities of unfolding proteins are large, indicating that a single hydrophobic HH bond in the model may arise from a change in multiple hydrogen bonds in the solvent.

To get more insight into the complexity of the denatured state and the denaturation transition, we now consider a slightly better model, the Hexamer Toy Model (HTM), with three energy levels. Figure 21 shows the conformations, energy diagram, and density of states function \( g(h) \) for the 6-mer HTM sequence. As in both the TTM and HTM, an important property of real proteins is that \( g \) generally increases as \( h \) decreases from \( h_N \):
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When the temperature changes, it shifts not only the balance between native and denatured states, but also the distribution of subpopulations of the denatured state (see Fig. 22). At low temperatures (native conditions), the main denatured species is compact (because those conformations have more HH bonds), and at high temperatures, the main denatured species is expanded (because the larger number of expanded conformations leads to greater entropy). This causes curvature of the folding free energy versus temperature. At low temperature, stability is mainly the difference between the native state (2 HH contacts) and the compact denatured state (1 HH contact), a difference of 1 HH contact. At high temperature, the difference is 2 HH contacts. Figure 23 shows this curvature for a 2D HP 20-mer. Thus, protein stability under native conditions would be considerably overestimated by assuming the native structure is in equilibrium with a fully exposed denatured state (Shortle et al., 1992). This shifting compactness, entropy, and free energy of the denatured state with temperature is not an artifact of the statistical mechanical energy level diagrams, the "ground state" is the native conformation (lowest energy level), the "first excited state" (see Fig. 21) (next energy level) is a "compact" denatured state in the HTM, and the "second excited state" is an expanded or unfolded state (highest energy level in this model). Now we can explore the balance of native, compact denatured, and unfolded states.

There are more denatured (high-energy) conformations than native (low-energy) conformations. In analogy with quantum mechanical energy level diagrams, the "ground state" is the native conformation (lowest energy level), the "first excited state" (see Fig. 21) (next energy level) is a "compact" denatured state in the HTM, and the "second excited state" is an expanded or unfolded state (highest energy level in this model). One-state behavior means that the distribution over all states has only a single peak, as in Figure 22. Two-state behavior means that near the denaturation midpoint (temperature in this example) the distribution of states will have two peaks, indicating two predominant "states," to use thermodynamic terminology (see Fig. 25). Each thermodynamic state corresponds to an ensemble of different microscopic chain configurations. "Two-state" behavior implies a free energy barrier between the two states. It is not the sharpness of a cooperative transition that distinguishes one-state from two-state behavior, but the number of identifiable populations. Very sharp one-state homopolymer collapse transitions (1-2 °C widths) are observed in PNIPAM (Tiktopulo et al., 1994; see Fig. 3). It is also important to note that two-state behavior does not imply that there is a single imperturbable denatured state unaffected by temperature or solvent conditions. Population shifts in the denatured state are predicted to occur in proteins with two-state behavior (Alonso et al., 1991; Dill & Stigter, 1995). For many HP sequences of chain lengths 18 or less in the 2D model, folding cooperativity

Fig. 22. Populations of states versus temperature (T in units of $|e|/k$) in HTM. T = $\infty$ distribution corresponds to $g(h)$. This model has "intermediate" states (see T = 0.6); hence, it is a one-state transition.

Fig. 23. Free energy of folding $\Delta G_{\text{fold}}$ (in units of $|e|/k$) versus temperature T (in units of $|e|/k$) for HP sequence studied by Gupta and Hall (1995), where $e$ is a constant (continuous curve). Sequence is shown in its unique native structure in Figure 24C (ii). Curvature in $\Delta G_{\text{fold}}$ is caused by shifting subpopulations in the denatured ensemble, as in HTM. Dashed curve indicates that cold denaturation would occur if $|e|$ decreases with decreasing temperature.
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is one state, but Figure 25 shows an example of a sequence with two-state cooperativity. It is not clear what fraction of real amino acid sequences have two-state behavior, nor is it clear what fraction of long-chain HP model sequences have two-state behavior.

Within HP models, one-state behavior can be distinguished from two-state behavior by the shape of the $g(h)$ function. Two-state behavior requires that $-\ln g(h)$ versus $h$ is concave upward near native energies $h = h_N$. When $g(h) = 0$ ($-\ln g(h) = \infty$) for $h = h_N - 1$, $h_N - 2$, ..., $h_N - J (J \geq 1)$, it has been called an "energy gap" (Chan & Dill, 1994; Sali et al., 1994a, 1994b; Shakhnovich, 1994). An example HP sequence with an energy gap is sequence (iii) in Figure 24A and B. The $g(h)$ and sole native structure of this sequence are given in Table 1 and Figure 24C, respectively. Systems with energy gaps have been described by Guo et al. (1992) for an off-lattice model (Honeycutt & Thirumalai, 1990, 1992) and by Shakhnovich and Gutin (1990b) and Sali et al. (1994a, 1994b) for lattice models restricted to maximally compact conformations. Experimentally, one-state behavior can be distinguished from two-state behavior by determining the distribution of chain conformations and determining whether the distribution has two identifiable populations or only one. Transport methods, such as size exclusion chromatography (Uversky, 1993), can be particularly useful for resolving slowly exchanging populations.

### Protein folding cooperativity: A simplest hypothesis

The basis for protein folding cooperativity is not yet known. Many different models and types of interactions could lead to cooperativity. What is the simplest model for the two-state nature of protein folding? Helix–coil processes are "less cooperative" one-state transitions (see the discussion of one-dimensional Ising models in Stanley, 1987). Do homopolymers collapse with two-state transitions? This has been a matter of contention (Pititsyn et al., 1968; de Gennes, 1975; Post & Zimm, 1979; Sanchez, 1979; Grosberg & Khokhlov, 1987). Although Pititsyn et al. (1968) argued that homopolymer collapse should be two-state in the limit of infinite chain length, it now appears that the collapse of a flexible homopolymer chain of finite length is a one-state transition (Sun et al., 1980; Tiktopulo et al., 1994), unless chain stiffness is high, as in DNA (de Gennes, 1975; Post & Zimm, 1979; reviewed by Chan & Dill, 1991a, 1993a). In this regard the collapse of flexible homopolymers is less cooperative than the two-state folding attributed to small globular proteins. Interestingly, a de novo design of an $\alpha/\beta$ protein shows that even when an amino acid sequence folds with two-state thermodynamics, as indicated by the equality of van't Hoff and calorimetric enthalpies, it does not imply that the sequence folds to a unique native state (Tanaka et al., 1994).

It has been proposed (Dill, 1985) that two-state protein folding cooperativity could arise simply because certain HP copolymer sequences can collapse to states that are not only compact, but also have good hydrophobic cores (reviewed in Chan & Dill, 1991a; Dill & Stigter, 1995; Chan et al., 1995). The two-state nature of folding cooperativity was attributed to the ability of a sequence to partition its monomers into a folded structure consisting of a mostly hydrophobic core and a mostly polar surface. Homopolymers do not have this freedom. The hypothesis that two-state cooperativity can arise in such a simple model now has rigorous confirmation in the exact model results shown in Figure 25. Exact models show, however, that two-state behavior is a property of only selected HP sequences and would not be observed in random heteropolymers.

But based on a different assumption, namely that proteins resemble random heteropolymers, for which collapse is not two-state (Grosberg & Shakhnovich, 1986), Shakhnovich and Finkelstein (1989) instead sought the basis for the two-state cooperativity of protein folding in side-chain packing (reviewed by Karpus & Shakhnovich, 1992). Their model led to the idea that compact denatured states are separated from native states by two-state transitions in which the side chains unfreeze, whereas the backbone remains native-like. We refer to this as the "side-chain molten globule" model (Pititsyn, 1987; Shakhnovich & Finkelstein, 1989) to distinguish it from the term "molten globule," which is now commonly taken as an operational definition of a broad class of experimentally observed compact denatured states.

The following evidence argues against the side-chain molten globule model of compact denatured states. First, side chains
Table 1. Density of states $g(h)$ of the sequences (i), (ii), and (iii) shown in Figure 24a

<table>
<thead>
<tr>
<th>Sequence</th>
<th>$h = 0$</th>
<th>$h = 1$</th>
<th>$h = 2$</th>
<th>$h = 3$</th>
<th>$h = 4$</th>
<th>$h = 5$</th>
<th>$h = 6$</th>
<th>$h = 7$</th>
<th>$h = 8$</th>
<th>$h = 9$</th>
</tr>
</thead>
<tbody>
<tr>
<td>(i)</td>
<td>1,332,266</td>
<td>1,740,324</td>
<td>1,359,214</td>
<td>789,070</td>
<td>380,601</td>
<td>152,773</td>
<td>6,714</td>
<td>467</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>(ii)</td>
<td>21,146,335</td>
<td>15,348,238</td>
<td>4,526,737</td>
<td>779,973</td>
<td>82,065</td>
<td>5,766</td>
<td>457</td>
<td>6</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>(iii)</td>
<td>2,815,469</td>
<td>2,100,897</td>
<td>706,075</td>
<td>156,218</td>
<td>25,761</td>
<td>3,530</td>
<td>344</td>
<td>40</td>
<td>0</td>
<td></td>
</tr>
</tbody>
</table>

*Sequence (i) is a one-state sequence. Two-state sequences satisfy the condition that $-\ln g(h)$ concaves upward near the native $h = h_N$, i.e., $-d^2 \ln g(h)/(dh^2)|_{h=h_N} < 0$ if $g$ is a continuous function of $h$, and $-\ln g(h_N) + \ln g(h_N - 1) < -\ln g(h_N - 1) + \ln g(h_N - 2)$ if $g$ is defined only for discrete $h$'s, as in the lattice HP model. Because $\ln g(h_N) = 0$ in these examples, this condition is equivalent to requiring $g(h_N - 2) > g(h_N - 1)^2$. Sequences (ii) and (iii) are two-state sequences.

also "freeze" upon collapse of PNIPAM homopolymers (Binkert et al., 1991), but this does not result in two-state behavior (Tiktopulo et al., 1994), indicating that side-chain freedom is not the origin of two-state behavior, at least in PNIPAM. Second, small-angle X-ray scattering experiments described below indicate much broader conformational diversity of backbones in compact denatured states than is expected from the native-like backbones of the side-chain molten globule model (summarized in Latzman et al., 1994). Third, the side chain of cysteine 166 in the compact denatured state of $\beta$-lactamase is nearly as restricted as in the native state (Calciano et al., 1993). Fourth, there is evidence that compact denatured states are not a single backbone conformation, with fixed secondary structures, but are ensembles that vary with external conditions (for a comprehensive review, see Fink, 1995). For example, Figure 26 shows that varying [KCl] at pH 2 in the compact denatured state of $\beta$-lactamase can change the helix content over a wide range. Other examples are shown in Figure 8; see also Seshadri et al. (1994). Fifth, for at least some compact denatured states, electrostatics plays an essential role, because those compact states are observed at low pH as a function of salt concentration (Goto & Fink, 1990). We believe this results from a combined balance of hydrophobic and electrostatic interactions (Stigter et al., 1991). Hence, we believe that a simplest model for the two-state...
cooperativity of protein folding is the encoding of good hydrophobic cores in HP sequences, rather than specific side-chain packing. We believe compact denatured states are different than predicted by the side-chain molten globule model, as we describe below.

The "structures" of denatured states

Denatured states of proteins are often compact and complex

What are the denatured conformations of proteins? HP lattice models predict that denatured states are broad ensembles of conformations that respond to changes in external conditions (Dill & Shortle, 1991; Shortle et al., 1992). There is no single denatured state. In strongly denaturing conditions, the most populated denatured species are highly unfolded. In native conditions, the most populated denatured species are compact (Ptitsyn, 1987, 1992; Dill & Shortle, 1991). The compact denatured states have some structure that is sequence dependent and native-like.

One indication of the complexity of the denatured state is the "reverse hydrophobic effect" (Pakula & Sauer, 1990; Bowler et al., 1993; L. Herrmann, B.E. Bowler, A. Dong, & W.S. Caughey, in prep.), whereby some replacements of polar by hydrophobic residues at the protein surface destabilize the folded state. This would seem to be the reverse of what is expected if hydrophobic forces fold proteins. Figure 27 shows the experimental evidence of Bowler et al. According to the HP model, those surface residues play a "reverse" role: they do not form hydrophobic contacts in the native state, but do form hydrophobic contacts in the significant (i.e., low-energy) compact denatured conformations, hence, they destabilize the native protein (see Fig. 28). Their replacement by P monomers leads to stabilization of the native state. The HP model predicts that, at high H compositions, adding more H monomers leads to stabilization of the native state. The HP model predicts that, at high H compositions, adding more H monomers leads to stabilization of the native state. The HP model predicts that, at high H compositions, adding more H monomers leads to stabilization of the native state.

A remarkable observation is that denatured states can be altered by single site mutations (Shortle & Meeker, 1986; Shortle et al., 1990; Flanagan et al., 1993). The HP model predicts that these mutations are at crucial sites in the small ensemble of the most important compact denatured conformations; a mutation at those positions changes the conformations of the relatively small number of dominant compact nonnative states. These mutations can also change the numbers of dominant denatured conformations and thus affect the conformational entropies of the denatured states. An experimental test (Fig. 29) shows how the denaturation slope, m, the change in stability with change in denaturant concentration, can be altered by mutation. This distribution is much wider than would be expected if denatured states were insensitive to mutations. The figure shows that the 2D HP model predicts a distribution similar in shape and width to the experimental observation on staphylococcal nuclease (Shortle et al., 1992).

Compact denatured states are broad ensembles of backbone conformations

Where is the disorder in compact denatured states? The side-chain molten globule model (Ptitsyn, 1987; Shakhnovich & Finkelstein, 1989) holds that the disorder in compact denatured states is in the side chains, whereas the backbone has a native-like structure. But simple exact lattice model studies predict that side-chain degrees of freedom are coupled to those of the backbone, and that compact denatured states have disorder in both...
Fig. 28. How do mutations affect the denatured state? The $g(h)$ is shown for a particular 2D HP sequence. Open, filled, and half-filled circles represent P and H monomers and the mutation site, respectively. Example conformations shown for different values of $h$, the number of HH contacts. Mutation site is a position that has no H interaction in the N state (a "corner" site). The same monomer does have one H interaction (an "edge" site) in some of the dominant D conformations (the $g(6) = 141$ conformations are dominant under strong folding conditions, the $g(h)$ given is for the HP sequence with an H at the mutation site). Thus, H at that position destabilizes the N state. Note that the H/P sequence determines the number and the structure of D conformations. (Modified from Shortle et al. [1992].)

Fig. 29. Mutations affect denatured states. Distribution of denaturant slope "$m$" values for single mutations is much broader than expected if mutations affect only the native state: A: 2D HP lattice model, over all possible mutations ($t = -4kT$). B: Experiments on 154 single mutations on staphylococcal nuclease. This includes substitutions of phenylalanine, isoleucine, leucine, methionine, asparagine, proline, glutamine, serine, threonine, valine, and tyrosine residues to both alanine and glycine, as well as substitutions of alanine to glycine and glycine to alanine (modified from Shortle et al., 1992).
secondary structures are assumed fixed in native-like conformations and conformations share common characteristics (Lattman et al., 1994). They have multiple or diffuse hydrophobic clusters, but no well-defined hydrophobic core. Hydrophobic clustering involves a much larger solvent-exposed hydrophobic surface area than the hydrophobic core of a native structure. Hydrophobic clustering in compact denatured states predicts high heat capacities resembling those of unfolded molecules (Pritsyn, 1987), and low hydrogen exchange protection factors, consistent with observed protection factors of 10⁰–10⁰'s (Hughson et al., 1990; Jeng et al., 1990), where denatured states have protection factors around 1 (Buck et al., 1994) and native states can have protection factors as high as 10⁶ (Jeng et al., 1990). Although hydrophobic zipping involves many random and opportunistic steps, nevertheless the many different chain conformations that result often have common locations of hydrophobic clusters, as well as helical and turn contacts, depending on the monomer sequence. These common characteristics have also been detected experimentally in denatured states. Hydrophobic clusters have been observed in equilibrium expanded denatured states of lysozyme (Evans et al., 1991), tryptophan synthase (Saab-Rincon et al., 1993), α-lactalbumin (Alexandrescu et al., 1993; Chyan et al., 1993), and pancreatic trypsin inhibitor (Lumb & Kim, 1994). In the urea unfolded state of 434-Repressor (Neri et al., 1992), the clustered residues are nearly contiguous in the sequence, consistent with local zipping.

**The gemisch state of proteins is not the molten globule**

Incorrectly designed amino acid sequences fold to ensembles of compact conformations, sometimes resembling the desired target structure, but conformationally more diverse. Are these folded states of designed sequences the same as molten globules or compact denatured states? Not necessarily. To distinguish them, we define the gemisch state (which means “mixture” in German), to refer to a model of the native states of incorrectly designed sequences. The distinction between gemisch states and compact denatured states is shown in Figure 33. Gemisch states are native, not denatured, states. Compact denatured states are conformations of sequences that can reach a less diverse distribution of conformations, namely the native structure, under native conditions. Gemisch states are the multiple lowest energy conformations of sequences that can never achieve less diversity, under any conditions; hence, they are multiple native states. That is, gemisch molecules are bad folders, whereas molten globules are denatured states of good folders.

The experimental distinction between gemisch and molten globule states is that a gemisch molecule undergoes no transition to a more ordered state by varying experimental conditions, whereas a molten globule can be folded to a native state by changing conditions. If a molecule that folds uniquely, say at a temperature of 298 K in water at its isoelectric pH, can be caused to expand and increase its conformational diversity by a change in conditions, we would call this a compact denatured state. But if a molecule does not fold uniquely under conditions such as 298 K in water at its isoelectric pH, this would be a gemisch molecule. Homopolymers of H monomers fold to gemisch states: a polyethylene molecule will collapse to a large ensemble of compact conformations and can never achieve a unique fold even in a very poor solvent like water. Sequences with too much hydrophobicity and too many favorable potential contacts are likely to fold to gemisch states; an example may be the four-helix bundle of Handel et al. (1993). The structures of gemisch molecules may not differ from the structures of molten globules: the difference is in the capacity of a sequence to fold uniquely under appropriate conditions.

Some pieces of natural proteins may also be in gemisch states. For example, Peng and Kim (1994) have dissected α-lactalbumin to produce a molecule that consists only of the α-helical domain, which they call α-DomainX. α-DomainX does not fold to a native state, but resembles the A-state of α-lactalbumin. Peng and Kim suggest that α-DomainX has a native-like fold without extensive side-chain packing. Because α-DomainX does not fold uniquely, it may be an example of the gemisch state. Of course, reattaching the rest of the protein would give a completely different energy landscape. Gemisch state energy landscapes may
be difficult to distinguish from those with deep kinetic traps (see below). Some proteins may divide into separate domains, some parts being native-like, and some parts having conformational diversity.

Some denatured states are taken as models for denatured states of other proteins, or for other conditions, or for kinetic intermediates. Is the equilibrium acid-denatured state the same as a kinetic intermediate for folding at neutral pH, for example? Model studies suggest caution in equating one nonnative state with another, unless the states are of the same protein and characterized by multiple methods (Pitsyn et al., 1990). Model studies show that nonnative states are ensembles that shift with conditions (Dill & Shortle, 1991; Shortle et al., 1992). They can be as variable as the conditions that cause them (Calciano et al., 1993; Dobson, 1994; Nishii et al., 1994; Redfield et al., 1994). Chemical denaturants, temperature, pH, ionic strength, ligands, mutations, and truncations of sequence can change the balance of forces in different ways, as shown in recent thermodynamic and structural studies of denatured states (Tamura et al., 1991a, 1991b; Damaschun et al., 1993; Carra et al., 1994a, 1994b) and others reviewed by Shortle (1993). We see no reason to expect the cold-denatured ensemble of structures to be subject to the same balance of forces as the acid-denatured ensemble, for example.

**Conformational switching: The actions of denaturants and alcohols**

A simple exact model has been used to explore the relative importance of local and nonlocal interactions and the effects of solvents and denaturing agents on proteins (Thomas & Dill, 1993). The helical-HP model includes two types of interaction—a (nonlocal) HH contact interaction, as in the HP model described above, and a (local) helical propensity. Figure 34 shows an example conformation and energetic interactions in the helical-HP model. When helical propensities are dominant in the helical-HP model, chains undergo helix-coil transitions, and when HH interactions are dominant, chains collapse to compact native states. With the 2D helical-HP model we addressed two questions. (1) Does adding helical propensities cause the HP model to more closely mimic real proteins? (2) What are the mechanisms of denaturing agents such as urea, guanidinium hydrochloride, and trifluoroethanol (TFE) and other alcohols, that might act on both helical and hydrophobic interactions? For example, alcohols denature proteins and induce helical structure (Tanford et al., 1960; Tamburro et al., 1968). Do they act primarily by strengthening helical propensities (Nelson & Kallenbach, 1986) or by weakening hydrophobic interactions (von Hippel & Wong, 1965; Brandts & Hunt, 1967)?

The model makes several predictions. First, if solvents affect both helical and HH interactions, then chains can undergo "conformational switching" transitions. For example, a native conformation may switch to a state with more helix and fewer HH contacts (see Fig. 35). This may model the denaturation of globular proteins, including sheet proteins, to helical states in alcohols. The transition from the aqueous native state to the "TFE state" of hen egg-white lysozyme has been shown by NMR to be a conformational switch (Buck et al., 1993). At least partially stable alcohol-induced states have also been observed for β-lactoglobulin (Dufour & Haertlé, 1990), ubiquitin (Wilkinson & Mayer, 1986; Harding et al., 1991), monellin (Fan et al., 1993), and the low-pH form of α-lactalbumin (Alexandrescu et al., 1994). A β-sheet to α-helix transition of β-lactoglobulin has been observed by Shiraki et al. (1995) in 20% TFE (Fig. 36B).

Second, comparison of the helical HP model (Fig. 35) with experimental alcohol titrations of protein solutions (Fig. 36) suggests that TFE acts primarily by weakening hydrophobic interactions in proteins, and that the strengthening of helical propensities...
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Fig. 33. Example densities of states $g(h)$, indicating how "gemisch" sequences differ from uniquely folding sequences. A: Sequence with a unique native structure. B: Gemisch-state sequence with multiple $(N > 1)$ ground-state conformations.

happens only to a much smaller degree. In the same way, urea denaturation is best modeled as mainly weakening hydrophobic interactions, and to a much smaller degree, weakening helical propensities.

Third, the helical HP model predicts that the internal length distributions of helices and sheets in globular proteins (Kabsch & Sander, 1983) are best reproduced by the model native states only if the model helical propensities are negligible compared to the HH contact interaction (Thomas & Dill, 1993). These comparisons suggest that helical propensities are only weak determinants, relative to nonlocal interactions, of the structures of globular proteins in water. This is consistent with observations of Waterhouse and Johnson (1994), shown in Table 2, and others (Rosenblatt et al., 1980; Zhong & Johnson, 1992; M.H. Hecht, pers. comm.), indicating that the conformations of certain 15-18-residue peptides are more strongly determined by the solvent than by their intrinsic helical propensities.

Hydrogen bonding may play a prominent role in structures in fibrous proteins and in membrane-spanning regions of proteins. Under conditions favoring both helical propensities and contact interactions, the helical-HP model predicts that a large fraction of all monomer sequences (but not all) will fold into helical bundles. It has been shown that membrane-spanning regions of several integral membrane proteins are helical (Deisenhofer et al., 1985; Yeates et al., 1987). The peptides gramicidin A (Killian, 1992) and Lam B (Wang et al., 1993) undergo a conformational change to an $\alpha$-helix upon insertion into membranes.

The kinetics and pathways of folding

How do proteins find their native states? Are there few or many pathways? What are the folding transition states? How do the amino acid sequences specify the folding pathways? How do mutations affect folding kinetics?

The way we understand folding kinetics depends in part on whether we believe folding is dominated by local or nonlocal interactions. Assuming local interactions are important factors in reducing conformational searching, as in diffusion/collision (Karplus & Weaver, 1976, 1994) or framework models (Ptitsyn et al., 1972; Kim & Baldwin, 1982; Baldwin, 1989; Ptitsyn, 1991; Karplus & Weaver, 1994), has led to the view that partially stable helices form early through fluctuations, reducing the conformational search, so they can then assemble into tertiary
structures. In this view, secondary structure fluctuations precede collapse and assembly (see Fig. 1).

On the other hand, the kinetics will be different if folding is dominated by nonlocal interactions. With collapse as the driving force, models indicate one or more stages involving: (1) a fast collapse in which hydrophobic clusters, helices, and sheets are driven to form through a zipping process, which can result in a broad ensemble of compact conformations, and (2) a slow process of breaking incorrect (nonnative) HH contacts to proceed to the native structure.

The slow process that overcomes the transition state energy barriers requires an opening of the chain to break incorrect HH contacts. There are multiple paths and transition states, but the ensemble of folding trajectories may have common features for a given protein, providing support for the apparently paradoxical view that proteins fold both by multiple paths and by specific sequences of events. In fact, these views are not mutually exclusive (see below). A principal conclusion from these studies is that protein folding has no simple reaction coordinates of the type used to describe small molecule reactions.

Energy landscapes

Folding kinetics can be described in terms of "energy landscapes." Figure 37 shows a few possible candidate landscapes for protein folding. The landscape of a sequence with "gemisch" ground states (see above) is shown in Figure 38. Folding would be slower if proteins had "golf-course" landscapes (Fig. 37A) than if they had "smooth funnel" (Dill, 1987, 1993; Leopold et al., 1992; Zwanzig et al., 1992; Bryngelson et al., 1995; Chan & Dill, 1994) landscapes (Fig. 37B). In smooth funnels, any conformation can proceed through a series of downhill energy steps to the native state, with no energy barriers. In Figure 37A, the landscape is flat, so all nonnative conformations have the same free energy, and the native state can only be found by random search. The "Levinthal paradox" (Levinthal, 1968) stems from estimating the difficulty of folding proteins by random search, by assuming a golf-course-like landscape. On the golf-course landscape, the search problem depends only on the size of the conformational space. But for proteins under native conditions, different conformations have different energies, implying that the flat golf-course landscape is not a good folding model. In our

![Graph](image-url) Fig. 36. Experimental alcohol denaturations of proteins. A: Helicity as measured by molar ellipticity at 222 nm, as a function of the dielectric constant of the solvent, for different alcohols. TFE denaturation of hen egg-white lysozyme is shown with circles and denaturation of ubiquitin using methanol, ethanol, isopropanol, and butanol is shown with triangles (Wilkinson & Mayer, 1986). B: TFE denaturation of intact \(p\)-lactoglobulin at pH 2 (O) and pH 6 (●) and of RCM-\(p\)-lactoglobulin at pH 2 (A) and pH 6 (A) (data of Shiraki et al., 1995, reproduced with permission). These data may be compared to the HP model results in Figure 35.

<table>
<thead>
<tr>
<th>Peptide sequence</th>
<th>Chou–Fasman(^a)</th>
<th>Crystal(^b)</th>
<th>%α in TFE(^c)</th>
<th>%β in SDS(^d)</th>
</tr>
</thead>
<tbody>
<tr>
<td>LIIPTAQETFVLGTIANTV</td>
<td>(\beta)</td>
<td>(\alpha)</td>
<td>72</td>
<td>65</td>
</tr>
<tr>
<td>LSQGIVVHHSNVTYD</td>
<td>(\beta)</td>
<td>(\beta)</td>
<td>72</td>
<td>98</td>
</tr>
<tr>
<td>PAVHASLDFLLSSYTVL</td>
<td>(\beta)</td>
<td>(\alpha)</td>
<td>65</td>
<td>95</td>
</tr>
<tr>
<td>GYGCITTTKNTAN</td>
<td>(\beta)</td>
<td>(\beta)</td>
<td>64</td>
<td>94</td>
</tr>
<tr>
<td>(VAAEAK)(_3)</td>
<td>(\alpha)</td>
<td>–</td>
<td>79</td>
<td>80</td>
</tr>
<tr>
<td>Y(VAAEAK)(_3)</td>
<td>(\alpha)</td>
<td>–</td>
<td>69</td>
<td>–</td>
</tr>
</tbody>
</table>

\(^a\) Structure predicted by the algorithm of Chou and Fasman (1974a, 1974b).

\(^b\) Structure observed in native protein.

\(^c\) Amount of helical structure in isolated peptide in 90% TFE, determined by CD.

\(^d\) Amount of sheet structure in isolated peptide in 2-6 mM SDS, determined by CD.

Table 2. Data reproduced from Waterhous and Johnson (1994)
Fig. 37. Schematic drawing of multidimensional conformational energy landscapes. Energy is on the vertical axis and the other axes represent conformational degrees of freedom. N is the native structure. A: "Golf-course" landscape. B: Smooth funnel landscape in which every conformation can reach N without encountering energy barriers. C: Both smooth and rough landscape aspects. Overall, there is a broad, smooth funnel leading to the native state, but there is also some roughness superimposed on this funnel. D, E: "Ragged" landscapes. Local minima and barriers are higher in E.

view, the Levinthal paradox is not a satisfactory description of the protein folding problem. Proteins with funnel-like folding landscapes are sometimes said to be under "thermodynamic" control, and those with rugged folding landscapes are said to be under "kinetic" control (Baker & Agard, 1994). Under folding conditions, comparison of Figure 37A and B (the landscapes of which are of the same size) suggests it is not the size but the shape of the landscape that matters (Chan & Dill, 1993b; Dill, 1993). Using random-energy models, Bryngelson and Wolynes (1987, 1989) first suggested that the landscape for protein folding must have some "ruggedness" (Fig. 37C, D, E). What shape is it?

An energy landscape is a multidimensional surface of the (free) energy versus the degrees of freedom. Two factors characterize the shape of an energy landscape: (1) the density of states \( g(h) \), and (2) a measure of structural similarity or kinetic "nearness" of one conformation to another. Figure 39 shows how \( g(h) \) is related to the ruggedness of a landscape. If there are many low-energy conformations it means that \( g \) is large when \( h \), the number of HH contacts, is large (\( h \) near \( h_N \)), and the
landscape could be rugged, or it could be shaped like a wide-bottom smoothly funnel, for example. On the other hand if $g$ is small when $h$ is large, the landscape cannot be very rugged. It would be more like a golf course. But the shape of a landscape is determined not only by $g(h)$; it also depends on some measure of conformational “distance” along a kinetic reaction coordinate (Chan & Dill, 1993b, 1994). Consider two hypothetical landscapes with identical $g(h)$ (Fig. 40). Suppose the first has reaction coordinate $h$, the number of HH contacts. Then because lower energies correspond to larger $h$, this landscape will be shaped like a funnel, and folding would be fast (Fig. 40A).

Now instead suppose we define a different reaction coordinate by rearranging the conformations along the horizontal axis, as in Figure 40B. In this case, we would have a “reverse funnel,” implying slow folding, because the native state can only be reached by uphill energy steps from most of the denatured conformations. The $g(h)$ is identical in both cases.

This comparison raises two points. First, kinetics goes beyond thermodynamics; Figure 40A and B represent exactly the same thermodynamic model (i.e., the $g(h)$’s are identical so the partition functions are identical), but they represent completely different kinetics. Second, the comparison indicates how precariously dependent kinetic modeling is upon the seemingly arbitrary choice of conformational adjacency and distance (Chan & Dill, 1993b, 1994). What is the appropriate model for conformational distance? The landscape in Figure 40B would seem to have an unphysical definition of reaction coordinate. However, the main point here is that neither Figure 40A nor Figure 40B show suitable reaction coordinates. We distinguish between an order parameter, a thermodynamic measure of progress from one state to another, and a reaction coordinate, a kinetic measure of progress. Figure 40A defines a legitimate order parameter, because the horizontal-axis quantity defines a relevant measure of progress from denatured to native states for computing the free energy. (The horizontal axis in Figure 40B is not a good order parameter, because it cannot be construed as a measure of progress from one state to another.) But neither quantity is a good reaction coordinate. Why not?

Although any progress variable is suitable as an order parameter for thermodynamic purposes, a kinetic reaction coordinate requires more. A reaction coordinate must be not only a measure of progress, but of kinetic reaction coordinate. That is, a suitable reaction coordinate must define a series of small-conformational-change steps, between kinetically adjacent states, that can lead from one conformation to another (Chan & Dill, 1993b, 1994). The essential difference is that, for a reaction coordinate, nearby regions on the horizontal axis must represent conformations that are structurally similar enough to interconvert rapidly. An order parameter does not require this. Such small steps are defined by “move sets” in dynamic Monte Carlo simulations (Fig. 41). Some quantities, such as counts of native-like contacts, have been used as reaction coordinates (Shakhnovich & Gutin, 1990a; Sali et al., 1994b; Shakhnovich, 1994). Although these are valid order parameters, simulations (Miller et al., 1992) and exact studies (Chan & Dill, 1994) show that such quantities do not satisfy the requirements of a legitimate reaction coordinate. For a given $h$, some conformations can get to the native state through downhill moves, but others will be in energy traps. Figure 42 shows how different conformations of the same $h$ have different kinetic access to the native state. Exact studies also show that energy landscapes inferred from models are strongly dependent on the choice of move sets, which are arbitrary constructs, and thus Monte Carlo dynamics must be interpreted with caution (Chan & Dill, 1993b, 1994).

With these caveats, Figure 43 shows a protein folding energy landscape from exhaustive enumeration using a simple exact model, the 2D HP lattice model. It illustrates many of the features of model protein folding landscapes. The main results discussed below are not limited to this model; they are common to a wide range of protein models. Because HH contacts have a favorable free energy under folding conditions, lower free energies correspond to more HH contacts. The native state, the lowest point on the landscape, has 6 HH contacts, indicated by $h = 6$ on the vertical axis. The horizontal axis indicates conformations differing by a single Monte Carlo move.

A kinetic pathway of folding (path I) is indicated by the sequence of conformations: $a, b, c, d, e', f', g', h, N$ in Figure 43. This is a “throughway” path, a funnel-like part of the landscape, in which the chain never encounters an energy barrier in this model. For throughway paths and funnel-like landscapes, the folding process might involve many small barriers that are below the level of resolution of simple exact lattice models. Most of the recent statistical mechanical models indicate multiple folding paths (Miller et al., 1992; Camacho & Thirumalai, 1993a; Bryngelson et al., 1995; Chan & Dill, 1994; Thirumalai, 1994), as was suggested by Harrison and Durbin (1985) (see Fig. 44). Path II involves a kinetically trapped “local minimum” conformation, B. Kinetic traps are low-energy nonnative states. Because they are low energy, they have many HH contacts, hence, they are usually compact, as B is. Thus, the main kinetic traps to folding are generally the most compact denatured states.

What are the transition states? The slow bottleneck step along path II is from the trapped conformation B to the transition state $h$. Conformation $h$ is one of many on a “transition state plateau.” The step from B to $h$ involves a breaking of incorrect (nonnative) HH contacts and a corresponding opening up and expanding of the chain, at least locally. The trapped states are compact; the transition states are more open. Transition states represent increased conformational entropy and contact free en-

---

**Fig. 40.** Two hypothetical energy landscapes with identical conformations, and hence, identical densities of states $g(h)$. Different landscapes result from different definitions of conformational adjacencies or nearness (reaction coordinates). A: Conformations are in order of increasing number of HH contacts. B: Conformations are in the reverse order, except for the native state.
energy relative to the traps. In general, there are large ensembles of both traps and transition states. This example pathway further illustrates that the number of native contacts is not a viable reaction coordinate; both conformation B and n along path II have three native contacts. However, B is a deep local minimum, whereas from n the chain need not surmount any energy barrier to reach the native structure N. The following sections describe model folding kinetics in more detail.

**Proteins collapse rapidly to compact states, then rearrange slowly to the native state by crossing energy barriers**

Many simulations predict that polymer and protein collapse can occur in multiple stages (Abe & Gô, 1981; Gô & Abe, 1981; Shakhnovich et al., 1991; Honeycutt & Thirumalai, 1992; Camacho & Thirumalai, 1993a; Chan & Dill, 1994; Šati et al., 1994a, 1994b; Socci & Onuchic, 1994). In models of HP chains (Chan & Dill, 1994), or of homopolymers in poor solvents such as a chain of hydrophobic monomers in water (Chan & Dill, 1993b), for most sequences there is a general fast collapse to a broad distribution of compact denatured states, with much hydrophobic clustering and many incorrect (i.e., nonnative) contacts, followed by slow rearrangements and barrier-crossing processes to reach the lowest energy states. A few sequences fold in a single fast process. There are many paths the chains follow (Miller et al., 1992; Camacho & Thirumalai 1993a; Chan & Dill, 1993b, 1994). Folding kinetics is strongly sequence dependent. This applies to HP sequences (Chan & Dill, 1994), as well as to sequences with more interaction types (Shakhnovich et al., 1991; Leopold et al., 1992; Šati et al., 1994a, 1994b; Socci & Onuchic, 1994). Recent simulations using a perturbed homopolymer model indicate that the slow stage is more sequence dependent than the fast stage (Socci & Onuchic, 1994). Folding times of different unique sequences can differ by many orders of magnitude. Depending on the sequence, the relative time scale between the fast and slow stages may vary over a large range (Chan & Dill, 1994). A simple classification scheme of time scales is provided by Bryngelson et al. (1995).

Consistent with theory, experiments show that real proteins often fold with at least two distinct time scales, often with a transient population of nonnative compact conformations with significant hydrophobic clustering (Kuwajima, 1989, 1992; Chaffotte et al., 1992a, 1992b; Baldwin, 1993), but significant solvent exposure (Lu & Dahlquist, 1992; C.R. Matthews, 1993). The collapse process is rapid (Garvey et al., 1989; Radford et al., 1992; Barrick & Baldwin, 1993; Jennings & Wright, 1993; Briggs & Roder, 1994; Feng & Widom, 1994; Itzhaki et al., 1994; Uversky & Ptitsyn, 1994). Different populations of protein molecules fold by different pathways (Englander & Mayne, 1992; Radford et al., 1992; Englander, 1993; Fersht, 1993; Jennings et al., 1993; Miranker et al., 1993; Elöve et al., 1994).

**The fast process may occur by hydrophobic zipping, with concurrent formation of secondary structure**

Chain collapse can proceed by “zipping” together hydrophobic contacts (Fig. 45). Suppose a chain is highly unfolded when native conditions are “turned on,” as when denaturant is jumped to zero concentration. Such native conditions cause hydrophobic residues to become “sticky.” Two H monomers that are near neighbors in the sequence will contact because the free energy decrease for forming the contact outweighs the loss of chain conformational entropy of that particular HH link. If this HH contact then brings other H monomers into spatial proximity, then they too can contact without much further loss of conformation...
K.A. Dill et al.

Fig. 43. Typical folding paths and their energy landscapes. Chains begin at conformation "a" and proceed to the native structure N. Path I has no barriers to N (a "throughway" path), but path II passes through local-minimum conformation B, then uphill across transition-state conformations to N. Bottom plot gives the history of the number of HH contacts $h$, and is the energy landscape along the two paths. (From Chan and Dill [1994].) Both paths begin with a hydrophobic zipper collapse.

Additional entropy (Dill et al., 1993; Fiebig & Dill, 1993) and gain a net free energy advantage. This opportunistic process can continue as a zipping together of HH contacts, with only minimal loss of conformational entropy at each step. Hydrophobic zippers do not explore much of the total conformational space. Nevertheless, model studies show zippers are capable of finding globally optimal conformations (Fiebig & Dill, 1993), although most zipper "endstates" terminate in nonnative conformations (see Fig. 46). In this regard, we believe hydrophobic zipping models how proteins collapse rapidly to nonnative states. The slow annealing to the native structure then requires unzipping incorrect contacts.

Zipping implies that hydrophobic collapse will be concurrent with the development of helices and sheets (Fiebig & Dill, 1993; Lattman et al., 1994). Although the forces causing collapse, the hydrophobic interactions, are postulated to be stronger than the helical propensities, it does not follow that collapse precedes secondary structure formation in time. As hydrophobic zipping assembles nonpolar monomers into a core, it progressively stabilizes ensembles of helices and sheets. In this regard, collapse
Fig. 44. A hypothetical conformational energy landscape illustrating the difficulty in defining a reaction coordinate. Even two nearly identical conformations going to the same final state can take very different paths.

is not entirely nonspecific: although there may be much disorder in the collapsed states, there is also much sequence-dependent order (Lattman et al., 1994). Experiments confirm that considerable collapse and secondary structure happen quickly in folding (Gilmanshin & Ptitsyn, 1987; Semisotnov et al., 1987; Briggs & Roder, 1992; Chaffotte et al., 1992a, 1992b; Elöve et al., 1992; Serrano et al., 1992; Baldwin, 1993; Barrick & Baldwin, 1993; Jennings & Wright, 1993; Itzhaki et al., 1994; Nishii et al., 1994).

Evidence from Gast et al. (1993) appears to conflict with the view that collapse drives secondary structure formation. They have shown that the refolding of yeast phosphoglycerate kinase upon jumping the temperature from 0 to 30 °C is accompanied by a fast formation of about 40% of the secondary structure by CD measurements and a slower process of collapse plus the remaining secondary structure formation. The interpretation of these experiments is complicated because they involve multidomain proteins, so the radii measured (by light scattering) may be those of the largest components in solution. If there were a fast collapse of a small domain of the chain, the CD might see it, whereas the light-scattering would not.

Zipping does not imply that nonlocal processes are slow. On the contrary, zipping is an explanation for how nonlocal contacts can be made so rapidly. Zipper simulations show that chain ends can come together quickly for some monomer sequences (Lattman et al., 1994). The N- and C-terminal helices of cytochrome c are observed to assemble on the fast collapse time scale (Roder et al., 1988). Because zipping is an hypothesis about kinetics, it implies that if proteins fold this way, then some proteins may reach only metastable states and not achieve their global minima in free energies. Some proteins appear to be in metastable states (Baker & Agard, 1994).

There is evidence for hydrophobic zipping in proteins. For proteins with considerable helix, it is difficult to distinguish whether helices are driven by local or nonlocal interactions. But sheet proteins have predominantly nonlocal interactions. In interleukin-1β, the first sheet protein for which detailed kinetic data are available, Gronenborn and Clore (1994) observe folding kinetics consistent with hydrophobic zipping (see also Varley et al., 1993). The fast process, which appears zipper-like, leads to an ensemble of different sheets without native-like hydrogen bonding patterns. Recently zipper-like ensembles have also been observed in sheet peptides taken from platelet factor-4 (Ilyina & Mayo, 1995; Ilyina et al., 1994).

What is the reaction coordinate for folding?

Figures 37 and 44 show that, for rugged multidimensional energy landscapes, there is no simple way to define a single reaction coordinate, i.e., a single lowest-energy sequence of events for the entire ensemble of folding molecules. Polymer collapse involves an ensemble of lowest energy trajectories through an energy

Fig. 45. Hydrophobic zipper model of protein-folding pathways. The closest hydrophobic (H) residues (●) in a sequence pair together first, e.g., a and a' in step 0. They constrain the chain and bring other H residues, such as the (b, b') pair, into spatial proximity. Now (b, b') further constrains the chain and brings the (c, c') pair into spatial proximity, etc. As H contacts form and develop a core, helices and sheets zip up if they have appropriate HP sequences. (From Dill et al. [1993].)
landscape. But multiple paths do not imply that folding properties are random functions of time. Ensemble-averages of time-dependent properties can readily be computed. For example, Figure 47 shows the time-dependent hydrophobic burial in one sequence in the 2D HP model: in a small number of time steps, chains reach a metastable (nonoptimal) hydrophobic burial, but only over a much larger number of time steps do they anneal to the native state.

That individual chains fold by multiple paths is not necessarily inconsistent with experiments showing specific pathways. Figure 48 illustrates how a "pathway" can be observed even when individual chains follow diverse routes. The distinction we draw is between: (1) the many different ways each individual chain gets to the native state, versus (2) the ensemble average of some experimentally observed quantity, taken over all the chains. Consider the relevant and irrelevant degrees of freedom. An experiment observes certain contacts or specific bond conformations in a part of the chain; these are the relevant degrees of freedom. The irrelevant degrees may be those for other parts of the chain, perhaps distant from the assembly of interest, or where there is too much conformational diversity to specify a given structure. As the chain folds, the experiment may show that the relevant degrees follow some particular sequence of events, on average. But because a microscopic pathway of an individual chain is defined in terms of all its degrees of freedom, the fact that other parts of the chain may have different conformations during that process implies that the individual molecules are traversing different microscopic pathways. Hence, whether we believe chains follow few or many paths depends in part on whether we define "paths" to mean: (1) what each molecule is doing, or (2) what experiments are observing. Thus, even when there are many diverse configurations that are traversed in statistical mechanical and computational models, they can readily lead to ensemble-averaged properties showing different macroscopic properties at different times in the folding process.

How should we define a reaction coordinate for folding? In Monte Carlo dynamics, "move sets" define allowable "steps" (see Fig. 41) along a process of conformational change. We have defined kinetic "distance" as the minimum number of moves required to get from one conformation to another along lowest energy paths (Chan & Dill, 1993b, 1994). The use of lowest energy paths is a standard requirement for defining reaction coordinates, and the "minimum number of moves" is needed to satisfy the triangle inequality to give a proper measure of distance.

The exercise of defining a proper reaction coordinate along a lowest-energy or "minimum climb" pathway (Chan & Dill, 1994) to the native state leads to a most interesting and counterintuitive conclusion: open chain conformations are kinetically "closer" to the native state than are many compact conformations (Chan & Dill, 1994). That is, there are usually fewer and lower barriers to reaching the native state from a more open state (if a minimal-climb path is taken) than from a more compact state. The process of folding is usually a process of first moving away from the native state in the fast collapse stage (in this kinetic sense), then toward the native state in the slow barrier-climbing steps (Chan & Dill, 1994).

Consistent with this view, Ikai and Tanford (1971) express their kinetic results on cytochrome c in terms of $N = U = X$, where $N$ is the native state, $U$ is the fully unfolded state, and $X$ is incorrectly folded. $X$ is sometimes called an "off-pathway" state: if it were made more stable, folding would be slower. Experiments confirm that initial "burst-phase" condensation of-
ten leads to some misorganization of the chain, resulting in major barriers to folding (Radford et al., 1992; Sosnick et al., 1994; reviewed by Creighton, 1994 and Dobson et al., 1994). Consistent with the theoretical prediction that there are many barriers with different heights (Camacho & Thirumalai, 1993a; Chan & Dill, 1994), the kinetics from “burst-phase” intermediates to the native state are multiphasic for some proteins (Matthews & Hurle, 1987; Kuwajima et al., 1991; Jennings et al., 1993).

Fig. 48. Multiple pathways can be consistent with specific sequences of observable events in protein folding kinetics. Three different starting conformations are shown. Suppose only the helical parts are observable in the experiment. Conformations of other parts of the chains are “irrelevant” in that they are not resolved by the experiment at that stage. Each molecule traverses a different path downhill to the native helix, while the experiment “sees” a single “path,” i.e., formation of a helix.

Folding transition states involve an opening of the chain

The prediction that chains must open up at a late stage of folding before reaching the native structure is consistent with the “cardboard box” model of Goldenberg and Creighton (1985); with experiments on bovine pancreatic trypsin inhibitor (BPTI), that nonnative species accumulate transiently to a certain degree and some unfolding of a kinetic intermediate precedes formation of the native structure (Weissman & Kim, 1991, 1992a, 1992b; Creighton, 1992; Kosen et al., 1992); and with CD experiments on hen lysozyme indicating nonnative disulfide bonds or aromatic interactions in folding intermediates (Chaffotte et al., 1992a, 1992b; Hooke et al., 1994).

Transition states may involve very small local expansions from the compact trapped states (Chan & Dill, 1994); hence, this predicted opening of the chain need not conflict with experimental observations that the energetic properties of transition states are often close to those of their native states (Segawa & Sugi-hara, 1984; Chen et al., 1989; Serrano et al., 1992). This view is further supported by kinetics experiments on mutants of chymotrypsin inhibitor 2 (Jackson et al., 1993), which show that interactions at the edges of the hydrophobic core are significantly weakened or lost in the unfolding transition state.

Mutational effects on folding kinetics are subtle

Mutations alter folding kinetics (Matthews & Hurle, 1987; Fersht, 1993; C.R. Matthews, 1993), sometimes radically (Iwakura et al., 1993; Sosnick et al., 1994) and sometimes to a lesser extent (Hooke et al., 1994). Simple exact models also show that mutational effects can be very subtle and not predictable from knowledge of the native structure alone. Figure 49 shows two HP sequences that have identical native structures. They differ by only a single monomer. An H → P mutation distant from this position in the sequence speeds the folding for the first sequence and slows it for the second. In the first instance, an HH contact on the folding pathway must be broken (which is an uphill step in energy). Replacing the H by P removes this barrier and speeds folding (see Fig. 49A). In the second instance, an H serves to “fish” another H away from a nonnative HH contact along the pathway. Replacing that H with P now eliminates a way to break an HH contact and slows folding (Fig. 49B) (Chan & Dill, 1994).

Relationship between the thermodynamics and dynamics of protein folding

The most direct evidence that proteins do not fold along golf-course landscapes, and do not follow Levinthal-like random searches, is that folding rates depend on external conditions such
Fig. 49. Kinetic effects of mutations. Mutation sites are represented as half-filled circles. The H → P mutation in (A) decreases the barrier height, whereas the H → P mutation in (B) increases the barrier height. (From Chan and Dill [1994].)

as temperature and solvent (C.R. Matthews, 1993). External factors change the shapes, but not the sizes (i.e., numbers of degrees of freedom), of landscapes. Energy landscapes are flatter for denaturing conditions than for folding conditions. In the HP model, strongly denaturing conditions corresponds to an HH sticking energy, $\epsilon = 0$, for which all conformations are isoenergetic and the landscape is perfectly flat. To represent increasingly native conditions, $\epsilon$ is set increasingly negative (indicating
Fig. 50. Folding times. A: First passage time to reach native versus contact energy \(\epsilon\) for all 13-monomer unique HP 2D sequences (Chan & Dill, 1994). Similar results were obtained in a more limited Monte Carlo study by Miller et al. (1992). B: Mean folding time in number of Monte Carlo (MC) steps versus temperature for one two-letter perturbed homopolymer sequence, from the 3D Monte Carlo simulation of Socci and Onuchic (1994). Error bars indicate standard deviation of the mean. Both plots show that there is an optimal range of intermediate contact energy or temperature at which first passage is fastest.

Studies of the HP model, using both simulation (Miller et al., 1992) and exact methods (Chan & Dill, 1994), and a study of a two-letter perturbed homopolymer model by Monte Carlo simulation (Socci & Onuchic, 1994) show that there is an optimal value of sticking energy (\(E\) for the HH energy in the HP model) that maximizes the folding speed. Under strongly denaturing conditions, folding is slow for thermodynamic reasons (i.e., the native state is unstable), but under strong folding conditions, folding is slow for kinetic reasons. When \(\epsilon = 0\) (golf-course), the search is essentially random, and the native state has the same very low probability of being populated as any other single conformation, of which there are a very large number, so the time required to access the native structure is very long. On the other hand, under strong HH sticking conditions, the search is highly directed toward the native state, but the kinetic traps are also very deep, so folding is slow because the time required to escape traps is prohibitive. Under intermediate sticking conditions, there is some direction toward the native state, but the barriers are surmountable, so the time needed to first arrive at the native structure (first passage time) is faster than in either of the extreme cases (see Fig. 50). Note that the first passage time, which is commonly used because it is easy to compute, is not equivalent to the folding time, more relevant to experiments. Experimental folding times also depend on native state stability, because they reflect the time required for a stable population of chains to reach the native state (Chan & Dill, 1994; Socci & Onuchic, 1994), as discussed below.

Folding speeds and barrier heights can be described in terms of a folding temperature, \(T_f\), and a glass temperature, \(T_g\). The folding temperature, which can be defined for example as the midpoint of the equilibrium denaturation transition, is a simple measure of the folding free energy \(\Delta F = -RT \ln P\), \(P = e^{-\Delta F/kT}\). When the temperature \(T > T_f\), most molecules are denatured; when \(T < T_f\), most molecules are native; and \(T = T_f\) is the temperature of equal native and denatured populations.

A glass is a system trapped in low-energy metastable states. The glass temperature for folding \(T_g = |\epsilon_g|/k\) is defined by some average height \(|\epsilon_g|\) of typical energy barriers (see Fig. 51). At high temperatures, \(T > T_g\), the system can readily surmount barriers and traverse conformational space freely. At low temperatures, \(T < T_g\), thermal energy is insufficient to cause the system to escape kinetic traps, and it behaves as a glass on the relevant time scale. These ideas originated in the random-energy and spin-glass models of Bryngelson and Wolynes (1987, 1989) and Goldstein et al. (1992a, 1992b) and have recently been de-

Fig. 51. Definitions of glass and folding temperatures in proteins. A: Folding temperature is defined by a folding energy, \(\epsilon_f\), representing the energy difference from the native state to some typical value of denatured state energy, taking into consideration also the entropy of the denatured state. Glass temperature is defined by an energy, \(\epsilon_g\), which is an average barrier height for kinetics. B: "Poor" folder: barriers are high relative to stability, \(T_g > T_f\). Schematic drawings of energy landscapes of poor folders are given in Figure 37D and E. C: "Good" folder: barriers are small relative to stability, \(T_f > T_g\). A schematic drawing of the energy landscape of a good folder is given in Figure 37C.
veloped more explicitly in lattice models by Socci and Onuchic (1994).

The value in defining folding and glass temperatures is that they provide a simple way to distinguish good (stable and fast folding) sequences from bad ones. Different amino acid sequences have different folding landscapes. \( T_f \) and \( T_g \) are properties of a landscape of a sequence. Good sequences have \( T_f > T_g \); the barriers are small relative to the overall stabilization energy. Poor sequences have \( T_f < T_g \). Consider what happens upon cooling, for both types of sequence. When the temperature \( T \) of a protein solution is higher than the intrinsic \( T_f \) and \( T_g \), the protein is denatured. If a good sequence in solution is cooled to the point that \( T_f > T > T_g \), then the native state is stable and the kinetic barriers are small enough that the system can find the native state. On the other hand, for a poor sequence, an intermediate temperature \( T_f < T < T_g \) implies that even when the temperature is high enough to denature the molecules, it is still not high enough to surmount the kinetic barriers, so these molecules cannot achieve stable native populations in reasonable times (Goldstein et al., 1992a, 1992b; Shakhnovich, 1994). Examples of foldable and unfolded perturbed homopolymer sequences are given by Socci and Onuchic (1994). Typical experimental \( T_f \) values are around 50–100°C, whereas typical glass transition temperatures for good sequences of real proteins are not known but are likely to be below 0°C.

In general, stability need not be related to folding speed, but for models studied so far, sequences that encode large energy gaps are fast folders, because they often have fewer deep kinetic traps (Shakhnovich & Gutin, 1993a; Bryngelson et al., 1995; Chan & Dill, 1994; Sali et al., 1994a, 1994b; Shakhnovich, 1994). Bryngelson et al. (1995) give an excellent review of this issue, and distinguish the "energy gap" from the related "stability gap." Contrary to the recent suggestion that a large energy gap is a "necessary and sufficient" condition to predict fast folders for one particular model (Shakhnovich & Gutin, 1993a; Šali et al., 1994a, 1994b; Shakhnovich, 1994), Figure 7 of Šali et al. (1994a) shows that the correlation is only weak — some "strongly folding sequences" have energy gaps as narrow as some "non-folding sequences," indicating that designing folding speed into a sequence does not necessarily follow from designing stability. The use of hydrophobic zippers (Dill et al., 1993; Fiebig & Dill, 1993) and the CHHC search strategy (Yue & Dill, 1993, 1995) now allow studies of longer chains in 3D in the HP model. The HP model probably represents an extreme in the ruggedness and high glass transition temperature of an energy landscape and high degeneracy of native states because of its restriction to a two-letter alphabet.

Some predictions of analytical spin-glass/random-energy models of proteins are in general agreement with results from simple exact models. They predict a rugged energy landscape, the possibility of a long-lived metastable glassy state (Bryngelson & Wolynes, 1987, 1989, 1990), and low average native degeneracies for certain random heteropolymers (Shakhnovich & Gutin, 1989a, 1990a, 1990b; Gutin & Shakhnovich, 1993; Wilbur & Liu, 1994). Spin-glass and related models of protein folding are reviewed in Karplus and Shakhnovich (1992), Bryngelson et al. (1995), Frauenfelder and Wolynes (1994), and Garel et al. (1995).

Critique of the models

We have reviewed the results of several simple exact models of proteins. At the level of generality treated here, the predictions of these models are largely in agreement, indicating that such predictions may be general and robust. But there are also important differences among the simple exact models we have reviewed. Here we compare them.

1. The HP model (Lau & Dill, 1989; Chan & Dill, 1991b; Shortle et al., 1992; Lattman et al., 1994) has the fewest parameters; it depends only on one quantity \( \epsilon \), the HH sticking energy. All other interactions (HP, PP) are zero relative to the solvated states of the monomers. For studies of native structures, \( \epsilon \) is set to infinity; then the model has no parameters. This model has its physical basis in the dominance of the hydrophobic driving force (Dill, 1990). Having a single parameter has the advantage of simplicity. The obvious drawbacks are: chains are short, some studies are done in 2D, conformations are restricted to square or cubic lattices, other lattice geometries have not yet been explored, atomic detail is not included, and only a minimal set of interaction energies is considered.

But we regard the short-chain 2D model as also having one significant physical advantage over 3D models, a view that clearly requires some justification. Exact models, which are based on full conformational enumeration, have been restricted to short chains in either 2D or 3D. A principal factor in the physics of folding is the surface/volume ratio. To correctly model the exterior/interior ratio of myoglobin in 3D requires simulations of 150-mer chains, but in 2D requires simulations of only 16-mer chains (Chan & Dill, 1991b). Thus, we regard 2D studies of short chains as models of longer chains, whereas we regard 3D studies of short chains as models of short chains in 3D. For most properties we have tested, 2D and 3D models generally behave similarly. The use of hydrophobic zippers (Dill et al., 1993; Fiebig & Dill, 1993) and the CHHC search strategy (Yue & Dill, 1993, 1995) now allow studies of longer chains in 3D in the HP model. The HP model probably represents an extreme in the ruggedness and high glass transition temperature of an energy landscape and high degeneracy of native states because of its restriction to a two-letter alphabet.

2. The perturbed homopolymer model with independent intrachain contact interactions (Shakhnovich et al., 1991; Šali et al., 1994a, 1994b) [the interactions among monomers \( i \) and \( j \) are defined by the quantities \( B(i,j) \)] is a model of 27-mers on cubic lattices, whose native structures are confined to a 3 × 3 × 3 cube. This model has the advantage of being 3D, and it is computationally tractable to find native states for certain forms of potential functions. All monomers are assumed to be strongly attracted to all others, so the physical basis for this model is different than hydrophobic and polar interactions. This model has two energy parameters: a mean attraction and a variance. A central feature of this model is that if the mean attraction is strong enough relative to the variance, then the native state of essentially any sequence is guaranteed to be maximally compact. In this way, the native state can be found by a search of only the 103,346 maximally compact conformations (Chan
and Dill, 1990a; Shakhnovich & Gutin, 1990a). This is a “perturbed homopolymer” because the variation among monomers is small relative to the mean attraction. The drawbacks are: (1) The potential is not a good physical description of amino acids. Based on oil/water partitioning experiments, amino acids are not all strongly attracted to each other, nor are the variations small. (2) The denatured states are too many to be enumerated and have sometimes been erroneously estimated from only the maximally compact ensemble. Hence, stabilities are often not correctly estimated. (3) These models assume all native states are maximally compact, not accounting for variations in the overall shape of the native structure due to variations in sequence. (4) The contact interactions are assumed to be independent, unlike in real proteins (Chan, 1995; H.S. Chan & K.A. Dill, in prep.). Some of these models are also limited by their assumption that native states are maximally compact (Shakhnovich et al., 1991; Sali et al., 1994a, 1994b).

3. Perturbed homopolymers with two-letter codes have also been explored (Gutin & Shakhnovich, 1993; Shakhnovich & Gutin, 1993a; Socci & Onuchic, 1994). These authors use two-letter (A and B) sequences with relative energies of (AA, BB, AB) contacts set equal to (−3, −3, −1). All contacts are favorable, but contacts between the same types of monomers are more favorable. This is not a model for solvent-driven interactions: the monomers tend to phase separate into left and right domains (Fig. 2), rather than into an interior hydrophobic core and polar exterior, as proteins do. Two-letter sequences with energies of (AA, BB, AB) contacts equal to (−1, −1, 0) have been studied by O’Toole and Panagiotopoulos (1992).

The virtues of simplified exact models

Theoretical models need not mimic the atomic details of protein structures to be useful. The purposes of theoretical models are: (1) to extract essential principles, (2) to make testable and falsifiable predictions, and (3) to unify our understanding of the many different properties of a system. The protein models we describe are not microscopically accurate: proteins are treated as strings of beads, with discrete orientations determined by spatial lattices. Some of these lattice studies involve chains that are much shorter than real proteins (less than 20 monomers) and are sometimes configured only in two-dimensional space. They often use only two monomer types, rather than 20. Despite such shortcomings, these models offer some advantages:

1. Some properties cannot be predicted by other approaches. For example, we can study the folding code because we can study every possible sequence and the native conformation(s) of each one. It is not possible to explore sequence space broadly using models that have atomic resolution or 20 monomer types.

2. Exactness in a model is valuable. Models can be divided into two components: the physical model itself and the mathematical approximations required to study it. From the field of critical phenomena and phase transitions, it is known that physical principles can often be probed more deeply when the physics is appropriately simplified and the mathematics is accurate than when poor mathematical approximations are used to study an accurate model of the physics. For example, the Ising model is a simple lattice model widely used to study the physics of spins and magnetization, binary alloys, gases and liquids, and phase transitions and critical phenomena (Ising, 1925; Huang, 1987).

An exact solution developed by Onsager produces very different behavior of the specific heat than was previously predicted by Bragg-Williams and Bethe mean-field approximations (Huang, 1987, chapters 16 and 17). The exact results are in good agreement with experiments despite the physical simplifications intrinsic to the model (Stanley, 1987). Keeping the number of parameters to a minimum allows us to understand the consequences of a model, rather than the consequences of the choices of parameters.

An exact model may predict genuine “surprises,” but in ad hoc models, failures to agree with expectations can be dismissed as consequences of sparse sampling, inaccurate approximations, or adjustable parameters. In an exact model, predictions are direct consequences of the model. We can learn from their failures as well as from their successes. The idea that compactness in polymers stabilizes secondary structures was predicted from exact model studies (Chan & Dill, 1989a, 1989b, 1990a, 1990b). Because that result was not anticipated, it would have been difficult to recognize in a Monte Carlo simulation of a multiparameter model because any secondary structure observed in compact structures would have been attributed to hydrogen bonding or other terms. Once a new result is predicted, many other methods can confirm or reject it.

3. Models that involve the least microscopic detail and the greatest extraction of principle can teach us most broadly about how protein-like behavior is encodable in other types of chain molecules than proteins. If we study only models of 20 amino acids, we necessarily limit our understanding of foldable molecules to proteins.

4. Because simple exact models of proteins have the “folding problem”—very few native states in a conformational space that grows exponentially with the chain length—and because their global minima can be known exactly in some cases, they have been useful for testing conformational search algorithms (O’Toole & Panagiotopoulos, 1992; Fiebig & Dill, 1993; Unger & Moult, 1993; Stolorz, 1994).

5. Simple lattice models explicitly account for specific monomer sequences, chain connectivity, and excluded volume and are useful for testing analytical theories, such as mean-field treatments of heteropolymer collapse and spin-glass models, which often involve highly simplified approximations. For instance, simple exact models show how the “rugged landscape” envisioned in spin-glass treatments (Bryngelson & Wolynes, 1987, 1989) actually arises in a concrete model of chains (Camacho & Thirumalai, 1993a; Chan & Dill, 1993b, 1994).

Designing foldable polymers

What makes proteins special is less a matter of their monomer types and more a matter of their specific sequences.

These model studies and related experiments (Blalock & Bost, 1986; Brunet et al., 1993; Kamtekar et al., 1993; Davidson & Sauer, 1994) imply that, at least at low resolution, protein structures and folding behavior may be encoded mainly in the order-
ing of hydrophobic and polar monomers along the chain, whereas helical and turn propensities and side-chain packing play a smaller role. Studies of structural databases indicate that other such factors, including helix end-capping, and propensi
ties for glycines and prolines in turns, do contribute to the folding code of proteins. One example of the importance of other interactions is in leucine zippers. Although this involves an aggrega
tion of multiple chains, rather than a folding of a single chain, studies with leucine zipper peptides show that: (1) they are held together principally by hydrophobic interactions, but (2) periodic repeat changes in steric packing can determine whether their 3D structure and hydrophobic "core" entails two, three, or four chains (Harbury et al., 1993). Hence, even if the sequence of hydrophobic and polar monomers is the major componen
t of the folding code, it is surely not the only component.

Perhaps protein-like properties are designable into chain mol
ecules that have monomers quite different from amino acids. This hypothesis has not yet been tested because polymer chem
istry has lacked one of the most important capabilities available to biological syntheses: the ability to construct specific monomer sequences. Synthetic polymers have been either homopolymers or simple heteropolymers, with random sequences, alternating sequences (ABABABAB . . .), or with "blocks" of monomer types (AAAAABBBB . . .). Until recently, the ability to construct specific monomer sequences has been possible only for biolog
cal molecules. But new methods for synthesizing specific mono
mer sequences (Simon et al., 1992; Cho et al., 1993) might now allow the design of other foldable polymers.

The folding code is not local

The protein folding problem has been referred to as the second half of the genetic code (King, 1989). The first half of the genetic code is like a dictionary: each amino acid in a protein is encoded as a specific triplet of nucleic acid bases in a DNA se
quence. But to the extent that nonlocal interactions are domi
nant, simple exact model studies imply that the second half of the code, i.e., the encoding of the tertiary structure of a protein within its amino acid sequence, is more like a mystery novel: the secondary struc
tures between each letter and its next neighbor in the sequence, and the message remains. In our view, the main information in only the potential relationships for all the possible nonlocal pairings.

Summary

We have reviewed some principles deduced from simple exact protein models and related experiments. These models are based on two premises:

1. For some broadscale properties of proteins, it is more im
portant to represent without bias the conformational and se
quence spaces and less important to capture atomic details.
2. Proteins are polymers, free to distribute through large en
essbles of possible conformations, but constrained by excluded volume, chain connectivity, and nearest-neighbor interactions, and specific monomer sequences. The dominant interactions are nonlocal and solvent mediated, and the folding code resides mainly in the arrangement of hydrophobic and polar monomers.

These model studies imply an alternative to the paradigm (pri
mary → secondary → tertiary), which was based on an assumed
parity of local interactions, and from which it followed that:
(1) folding kinetics was predicted to involve early and indepen
dent formation of helices and sheets followed by their assem
bly into tertiary structures, and (2) computer algorithms could be designed to predict native structures by first predicting sec
ondary structures, which could then be assembled into tertiary structures. But the results reviewed here suggest instead how protein folding resembles a process of heteropolymer collapse, in which secondary structures are a consequence of folding, rather than its cause. In this view, secondary structures are not so much encoded within their ψ-ψ propensities to have certain bond an
gles; they are more strongly encoded within the ability of a hy
drophobic/polar sequence to form a good hydrophobic core, highly constrained by chain connectivity and steric exclusion.

Only selected sequences will fold well. Proteins are neither ho
mopolymers nor random heteropolymers; their specific se
quences distinguish one chain fold, and one protein function, from another. It remains to be determined how the principles found in these simple models can be applied to the design and folding of proteins in more realistic models. Perhaps most in
teresting is the possible prospect of designing into completely different types of polymer molecules the ability to fold and function like proteins.
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